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Conference Background

The Australian Space Science Conference (ASSC) is the focus of scientific cooperation and discussion in Australia on research relating to space. It is a peer reviewed forum for space scientists, engineers, educators, and workers in Industry and Government.

The conference is of relevance to a very broad cross section of the space community, and therefore generates an enlightening and timely exchange of ideas and perspectives. The scope of the conference covers fundamental and applied research that can be done from space and space-based platforms, and includes the following:

- **Space science**, including space and atmospheric physics, remote sensing from space, planetary sciences, astrobiology and life sciences, and space-based astronomy and astrophysics;
- **Space engineering**, including communications, navigation, space operations, propulsion and spacecraft design, testing, and implementation;
- **Space industry**;
- **Space archeology**;
- **Current and future Australian space projects**;
- **Government, International relations and law**;
- **Education and outreach**.

The 13th ASSC was held at the University of New South Wales (Kensington Campus) from September 30 to October 2, 2013. The Conference was opened by Pro Vice-Chancellor for Research of University of New South Wales (Research), Professor Mark Hoffman.

The conference included a comprehensive program of plenary talks and special sessions on the national context for space the foci and programs of Australian Government units with interests in space, and detailed descriptions and progress reports of research funded by the Australian Space Research Program. In addition, the program contained a special planetary science session, with a strong preponderance of projects involving the Mars Society of Australia. The program also obtained multiple sessions of invited and contributed presentations, both oral and poster, on Propulsion, Planetary Science, Earth Observation and GNSS, Space Capabilities, Space Physics, Space Technology, Space Archeology, Education and Outreach and Indigenous Sky Knowledge.

Appendix A lists all abstracts accepted for presentation at the conference.
The 13th ASSC was organised by the National Space Society of Australia (NSSA), the Academy of Sciences National Committee for Space and Radio Science (NCSRS) and University of NSW. The Mars Society Australia (MSA) and Australian Space Research Institute (ASRI) also helped significantly with organising abstract submissions.

A call for papers was issued in March 2013 and researchers were invited to submit abstracts for presentation at the conference. Following the conference itself, a call for written papers was issued in October 2013: this invited presenters to submit a formal written paper for this Proceedings that covered their conference presentations.
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Welcome to the 13th Australian Space Science Conference

and to the University of New South Wales! This will be the seventh ASSC jointly sponsored and organised by the National Committee for Space Science (now renamed the National Committee for Space and Radio Science or NCSRS) and the National Space Society of Australia (NSSA). The ASSC is intended to be the primary annual meeting for Australian research relating to space science. It welcomes space scientists, engineers, educators, and workers in Industry and Government.

The conference was opened by Professor Mark Hoffman, Pro Vice-Chancellor for Research at the University of New South Wales.

The 13th ASSC has over 120 accepted abstracts across Australian space research, academia, education, industry, and government.

We would like thank the Space Co-ordination Office, University of New South Wales and the Australian Centre for Astrobiology for their sponsorship. Special thanks also go to the Australian Space Research Institute (ASRI), Engineers Australia and Mars Society Australia (MSA) for their support.

We look forward to an excellent meeting!

Iver Cairns
Co Chair ASSC 2013
University of Sydney

Wayne Short
Co Chair ASSC 2013
President, NSSA
The National Space Society of Australia is the coming together of like-minded space enthusiasts who share a vision for the future in which there is an ambitious and vigorous space program leading to eventual space settlement.

To this end the National Space Society (worldwide) promotes interest in space exploration, research, development and habitation through events such as science and business conferences, speaking to the press, public outreach events, speaking engagements with community groups and schools, and other pro-active events. We do this to stimulate advancement and development of space and related applications and technologies and by bringing together people from government, industry and all walks of life for the free exchange of information.

As a non-profit organisation, the National Space Society of Australia draws its strength from an enthusiastic membership who contributes their time and effort to assist the Society in pursuit of its goals.

For more information, and to become a member:

http://www.nssa.com.au

Ad Astra!
Wayne Short
NSSA President
The National Committee for Space and Radio Science (NCSRS), formerly the National Committee for Space Science (NCSS), is chartered by the Australian Academy of Science to foster space science, to link Australian space scientists together and to their international colleagues, and to advise the Academy’s Council on policy for science in general and space science in particular. The web page is at http://www.science.org.au/natcoms/index.htm.

NCSRS believes that ASSC meetings provide a natural venue to link Australian space scientists and foster the associated science, two of its core goals. As well as ASSC, NCSRS is also sponsoring the VSSEC – NASA Australian Space Prize.

This is the third ASSC meeting following the launch of the first Decadal Plan for Australian Space Science. NCSRS encourages people to work together to accomplish the Plan’s vision: “Build Australia a long term, productive presence in Space via world-leading innovative space science and technology, strong education and outreach, and international collaborations.”
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Virtual Mars Yard Simulation for Internet-based Science, Technology, Engineering and Mathematics Education

Iwan Kelaiah, Ali Haydar Göktoğan, Salah Sukkarieh

Australian Centre for Field Robotics
The University of Sydney
Sydney, NSW, Australia, 2006

Summary: The Virtual Mars Yard (VMY) is a simulation system for Internet-based Science, Technology, Engineering and Mathematics (STEM) education. It closely mimics the Internet-based teleoperation of Experimental Mars Rover (EMR)-Mawson, a six-wheeled robotic platform with a teleoperable sensor payload being operated at the Mars Yard at the Powerhouse Museum in Sydney, Australia. The VMY offers a realistic kinematic and physics-based dynamic model interacting with an accurate virtual Mars Yard terrain model. It also provides users with a similar graphical user interface to the real teleoperation system. The VMY allows students to practice driving the EMR-Mawson in the virtual environment and learn how the interface works. Potential teleoperation system users can also enhance and test their skills before using the real system at the Mars Yard, with the potential of reducing the risk of damaging the actual system, for long-term operation in STEM education. This paper presents the architecture and applications of the VMY.

Keywords: Virtual, simulation, Mars Yard, hands-on learning, STEM, technology, engineering

Introduction

Experimental Mars Rover (EMR)-Mawson is a robotic teleoperation system that engages high school students in Science, Technology, Engineering and Mathematics (STEM) education. The teleoperation interface allows users to control the pan/tilt camera, drive the rover, spot-turn and crab motion in a Mars-like environment called Mars Yard, which is located at the Powerhouse Museum in Sydney, Australia. Mars Yard resembles the surface of Mars and has features such as gypsum evaporite, a meteorite, sandstones, hematite globules, a group of basalt rocks and an eroded plain. Stromatolites are also included in the Mars Yard as an example of what past life on Mars, if it ever existed, could look like. The teleoperation of EMR-Mawson at the Mars Yard enables students to undertake simulated robotic planetary missions. For example, they can explore an area of scientific interest, investigate rocks and work out how to conduct a mission with the minimum number of commands, all of which are features of rovers actually on Mars. Minimising the number of commands required is particularly useful, as it is expensive in terms of both cost and energy to send messages to Mars.

Teleoperating EMR-Mawson is different from driving a remote-controlled car because there is a time delay between sending commands and seeing them in action. In addition, it is necessary to plan routes, as some rocks may slow the rover down or prevent it from moving. Some students may have less hands-on experience with such systems than others and thus may require more time to learn the rover’s controls. Some may damage the rover by performing dangerous manoeuvres, such as driving with left wheels on a flat surface while
the others are on a steeply inclined slope or large rocks. Such damage may prevent other students from accessing the teleoperation system, thereby affecting the overall engagement with STEM.

This paper presents the Virtual Mars Yard (VMY), which is an Internet-based virtual simulation that focuses on simulating the teleoperation of EMR-Mawson. It provides a realistic Mars Yard terrain, a similar graphical user interface (GUI) to the Mars Yard teleoperation system and a virtual EMR-Mawson with an accurate kinematic model (see Figs. 1 and 5). The benefits of the simulation are that students can take the Mars Yard experience home for extra practice, understand the limitations of the rover, and safely explore what-if missions without risking the actual system.

The following sections of this paper discuss relevant work in the field of virtual simulation for STEM education. This is followed by the architecture and application of the VMY, a conclusion and suggestions for future work.

**Related Works**

In the field of Modelling and Simulation (M&S), virtual simulation plays an important role in developing and testing high-risk and complex robotics systems such as space robotics [1]. Chiefly, various configurations of systems can be trialled without risking the actual system [2,3]. Virtual simulations place real users in simulated systems through which they can experience and experiment with phenomena that are not available in real life for a variety of reasons including time, ethical, physical and fiscal constraints.

Virtual simulations of planetary exploration rovers, such as Rover Analysis, Modelling and Simulation (ROAMS) [4,5], three-dimensional (3D) Virtual Rover Operation Simulator (VROS) [2] and rover simulation based on terramechanics and dynamics (ROSTDyn) [6], present accurate kinematic and dynamic simulations of rovers so that engineers can test rover designs and various configurations in them, with room for trial and error.

Virtual Astronaut (VA) [7] is an Internet-based virtual simulation of the Opportunity rover around the Santa Maria Crater in the Meridiani Planum on Mars. This simulation, for geologists, re-enacts the Opportunity rover’s scientific mission by using the Planetary Data System (PDS) archives to display an accurate representation of the Santa Maria Crater.
However, the VA does not have an accurate kinematic model, as the rocker-bogie and steer actuators are static; thus, in promoting STEM education to a wider audience, the VA may give the wrong information about how the actual rover was engineered. Further, users cannot access the pan/tilt camera or drive beyond the pre-defined path.

These rover simulation systems are lacking in a number of areas in promoting STEM education. First, the realism of the behavioural aspect of the simulation is not complemented by its visual aspect or vice versa. If the behavioural aspect of the system is realistic, but the visualisation aspect is not, it may alter the perception of users. Studies show that visual realism in virtual reality increases presence, which in turn enables users to respond to the system in a realistic manner [8,9]. However, if the visualisation is realistic, but does not show a realistic behaviour of the system, the user may develop flawed knowledge about the system. For example, in the case of the rover simulation not allowing wheel steering animation during turning, users may perceive that the rover can turn without steering the wheels. By contrast, a realistic simulation would assist users in making judgements or decisions in the actual systems. The VMY is thus not geared towards a game-like, fast and instantaneous experience, but rather a simulation of the actual system.

A second area in which previous simulations are lacking is that these virtual rover simulations are not commonly available as web-based applications available to the public to support STEM education in classrooms. Conversely, major Internet browsers on Windows and Mac OSX operating systems can run the VMY, which is publicly available online. The VMY has a realistic Mars Yard terrain and virtual EMR-Mawson with a realistic kinodynamic. Users can control the virtual rover by driving, spot-turning, crabbing, operating lasers and panning/tilting the on-board camera, as can be done in the real rover.

The Architecture of Virtual Mars Yard Simulation

Fig. 2 shows the architecture of the VMY. Each block represents a model and the directional arrows represent the flow of information. In replicating the Mars Yard teleoperation of EMR-Mawson, the VMY has a number of objectives:

- **Objective 1**: A GUI should be provided that allows users to interact with virtual EMR-Mawson and virtual cameras, similar to the real teleoperation system. A similar user interface will assist users to implement the skills learned in the VMY into the real system immediately, rather than adjusting themselves to an unfamiliar system.
- **Objective 2**: The coordinates positions of the panels and title screen should be easily changed without recompiling entire project files. This objective will ensure that GUI changes in the actual system can be incorporated quickly into the VMY to support Objective 1.
- **Objective 3**: Virtual EMR-Mawson should have a realistic kinodynamic with controllable steering and driving actuators via a GUI, as in the real system. This will allow users to test mission strategies and identify problems as the virtual rover moves on the 3D Mars Yard terrain.
- **Objective 4**: Virtual Mawson should have payloads similar to the real system. For example, it should have a pan/tilt camera, laser pointers and a solar array. Teleoperation activities that require a first-person view via the pan/tilt camera and laser pointers must be replicable in the VMY. This will help users to plan their missions virtually.
- **Objective 5**: The settings of virtual cameras and on-board cameras, such as pixel resolutions and field of view, must be easily editable. This objective will enable
developers to update settings quickly when incorporating changes in the camera settings at the Mars Yard.

- **Objective 6**: The VMY should contain an accurate representation of the Mars Yard terrain and its features, pillars and walls, and virtual cameras. Virtual EMR-Mawson must be able to drive on the terrain. Virtual cameras must be placed at the top corners of the virtual walls to improve users’ situational awareness in the VMY, similar to in the real teleoperation system. In combination with Objective 3, this will ensure the long-term operation of the real system in fostering STEM education.

**Human–Computer Interface**

The human–computer interface refers to the medium of interaction between users and the VMY. The interface shows 3D animations of the virtual simulation from the 3D rendering engine, depending on the user’s input. The rover and virtual camera control panels (see Fig. 3b) consist of floating panels and buttons for users to control the pan/tilt camera, drive the rover and switch between camera views (Objective 1). Developers can alter the simulation configuration data.

**3D Rendering Engine**

The 3D rendering engine generates a two-dimensional (2D) image on the screen based on the computation of lighting, textures, post-processing effects and the transformation of 3D objects as pre-computed by the physics engine.

---

*Fig. 2: Architecture of the Virtual Mars Yard application*
Physics Engine

3D EMR-Mawson interacts with the terrain via a physics engine that manages collision detection and rigid body dynamics to give the rover realistic motion over the 3D terrain on the screen (supporting Objectives 4 and 6). The physics engine computes the transformation of rigid body objects in the virtual world before they are rendered on the screen.

3D Mars Yard

The 3D Mars Yard model consists of a 3D representation of the Mars Yard terrain, supporting columns and walls, and the virtual cameras (Objective 6). The VMY captures the Mars Yard features accurately (see Figs. 1b and Fig. 4). Multiple high-resolution photographs were taken with a digital camera and stitched together to re-create the surrounding walls, including the Mars diorama and the Mars Lab area.

Fig. 3: The GUI of the VMY is similar to the GUI of the teleoperation system
The virtual cameras model replicates the actual wall-mounted upper and lower cameras in the Mars Yard. These cameras are needed to increase the situational awareness of users in planning and controlling the EMR. There are four upper cameras and two lower cameras that give a third-person view of the Mars Yard from different angles. The upper cameras show the high-angle view of the Mars Yard from the corners of the walls, while the lower cameras are located on the wall of the Mars Lab area (see the right-hand side of Fig. 4). Users may send a command to conduct a crab motion but not see any movement. Switching to other upper/lower camera views may reveal a problem; for example, the wheels may be sitting hard against a large rock. Any camera at the Mars Yard can be substituted with another camera with different intrinsic settings, and the virtual counterpart can be copied by editing the configuration file.

3D EMR-Mawson

3D EMR-Mawson consists of 3D models of the mast, body, rocker-bogie and their components to simulate the behaviour of EMR-Mawson (Objective 3). The mast has payload components including lasers and on-board cameras. The mast also contains an actuator component to allow pan/tilt camera movements similar to the real EMR counterpart. It can be controlled via the pan/tilt control GUI.

The body has a payload component for attaching virtual instruments. The pitch angle of the body is set by the rocker-bogie simulator, which mimics the kinematic model of the EMR (see Fig. 5). The left and right rockers of the EMR are directly connected through a differential rather than a shaft; thus, if one rocker goes up because of an obstacle, the other rocker goes down. This configuration minimises the EMR’s body pitch angle to keep the solar panel as parallel to the surface as possible. One end of the rocker has an actuated wheel, and the other end is a pivoted bogie with a pair of actuated wheels. This rocker-bogie simulator keeps the pitch angle of the body minimal, as in the real EMR-Mawson.

The rocker-bogie has an actuator component to simulate realistic steering behaviour. It simulates 12 actuators, six for steering and six for driving, as in the actual EMR. It has a GUI component to display a panel for driving, spot-turning, crabbing and stopping (see Fig. 3b).
Simulation Configuration File

The VMY uses an editable configuration file to modify the properties of the simulation quickly without recompiling all project files. Variables in this file are needed to set up the locations of the panels on the screen, as well as the intrinsic settings of the virtual cameras of the 3D terrain and the virtual rover (Objective 2 and 5).

The Application of the Virtual Mars Yard Simulation

Using the VMY, users can become familiar with the EMR controls and the Mars Yard terrain. Users may sometimes fail a mission in the VMY by neglecting the time delay between sending commands and seeing them in action. This is an opportunity for teachers or supervisors to ask questions such as ‘If you repeat that mission, what will you do differently?’ This can be an avenue for users to devise better strategies to control the EMR more effectively in future missions.

Realism in the VMY is important for STEM education. Firstly, the VMY contains material for STEM education from sites of interest to the rover’s kinematics and payloads. Secondly, it has the potential to minimise discrepancies between expectations and observations to support learning [10]. Just as obtaining a driver’s licence requires learners to practice under realistic traffic conditions, before letting users teleoperate the EMR, they need to be trained and tested in a similar environment. The VMY provides this training and testing environment, for users to move from learners to fully licensed drivers.

Further, the VMY offers the contextualisation of STEM-related subjects. Contextualisation via virtual simulation provides a richer experimental context and contributes to better understanding between the theoretical model and the experimental model [11]. For example, consider the Pythagorean formula $a^2 + b^2 = c^2$ in the context of Fig. 6. With a little creativity, such as by driving the virtual EMR and shooting the laser beams onto a rock and providing the height and tilting angle of the laser, teachers could ask students to find the
distance between the rover and the rock. Without placing this theorem into a genuine or interesting context, students may struggle to see its significance to their lives, potentially reducing students’ interest in continuing studies in STEM-related disciplines. Another example would be for a physics lesson. A teacher could ask students to drive the virtual EMR over a rocky path at a certain throttle value. When the rover becomes stationary and unable to move, this would provide a good opening to talk about Newton’s laws of motion.

The VMY also has elements of uncertainty that have the potential to increase users’ motivation [12]. Participants may end the simulated mission in a failure, providing an opportunity for teachers to ask questions such as ‘Should you run the same mission, what would you change in your rover?’ This would allow students to think about the possibility of new rovers or solutions such as the addition of new sensors to avoid a similar predicament in future missions.

**Conclusion and Future Work**

While hands-on activities that simulate real-world phenomena can be used to engage students in solving real-world problems [13], time and physical constraints may not permit all students to have adequate hands-on experience. To solve this problem as regards teleoperating EMR-Mawson at the Mars Yard, the VMY is a virtual simulation that allows users to practise controlling the pan/tilt camera and lasers, as well as driving, spot-turning and crabbing actions as they would in the real teleoperation system. The VMY has the potential to engage and motivate students in STEM education through contextualisation and uncertainty whenever and wherever they are. Future work could make the VMY accessible on mobile devices and enable data exchange between widely used engineering applications.
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Introduction

The BLUEsat (Basic Low-Earth Orbit UNSW Experimental Satellite) Student Satellite Project has been an on-going student project at UNSW with the goal to build, launch and operate an Amateur Radio Microsatellite. In doing so, the Project had two main goals -

1) Increase awareness about space and space technology through the construction of space hardware by students, and
2) Provide undergraduate engineers with practical experience in large engineering projects and creating space hardware.

The original project finally came to a close in 2013 after 15 years of development, with a complete functional demonstration of the fully assembled satellite. The protracted lifetime of the project revealed several issues with the management of undergraduate student resources. Key lessons learnt from the completion of BLUEsat need to be noted in order to successfully run and lead a complex engineering project using an entirely volunteer undergraduate student workforce. This paper outlines how these issues were identified and addressed in order to drive BLUEsat to its now ongoing success.

Satellite Specifications

The BLUEsat satellite was a 15kg microsatellite designed to fit in a 250mmx250mmx250mm envelope. The satellite was intended to service the amateur radio and scientific community by providing the following services

1) Bent-pipe RF service over Amateur Radio Bands
2) Extensible payload bus interface for generic scientific payloads. This includes power, control and radio-link support.

The satellite design shown in Figure 1 was based on the generic 5-tray Amateur Radio Satellite (AMSAT) design for microsatellites such as that used by Satellite ”AMSAT Echo AO-51” [1]. The design consisted of a customized mechanical structure, housing a power distribution and ARM7 on-board computer designed and assembled by undergraduate BLUEsat engineering students. The two redundant radio transceiver units were commercial-off-the-shelf (COTS) components, purchased and integrated with the rest of the satellite systems.

![Satellite CAD Model](image)

Fig. 1: Satellite CAD Model

The Society

The BLUEsat project was made up of an entirely undergraduate workforce with some guidance from academic supervisors at UNSW. All development, construction and testing work was conducted at the BLUEsat ”Ground Station” room in the Electrical Engineering building at UNSW in Kensington. At the project’s peak in 2011, the project had 34 official members, with 20 students from the School of Electrical Engineering, 4 from Mechanical Engineering, 4 from Photovoltaic and Renewable Energy Engineering and 5 Computer Science students. The project was lead by a three man executive team elected at the Annual General Meeting. Historically the project has had academic supervisors from both the School of Mechanical Engineering and the School of Electrical Engineering. The last iteration of the project was supervised by Dr. Elias Aboutanios (since 2007) and Dr. Barnaby Osbourne (since 2012) from the School of Electrical Engineering.
Background

Conception

The BLUEsat project began in 1997 as a student branch of the National Space Society of Australia (NSSA) at UNSW. The group was predominantly comprised of undergraduate engineering students with a strong interest in amateur radio. Between 1997-2000, interest in creating an amateur radio satellite grew, resulting in the inception of the BLUEsat Project. During this period, the groundwork for the project was established, with funding and a ground station established for project development. The original satellite concept with external camera is shown in Figure 2. The three year period ended with the first set of engineering studies and preliminary designs completed and published as honours theses at UNSW [2]–[5]. The development of the satellite then occurred over three iterations of the project, discussed below.

Iteration One, 2000-2004

The first iteration of satellite development started in 2000. The satellite was designed using the 5 tray structure from the original AMSAT-NA Microsat design [6]. The group also developed the first basic flight computer for the satellite using the ARM based StrongArm (SA) 1100 chip.

A prototype satellite structure with on-board computer (OBC) and power system was constructed. However these prototypes revealed critical flaws in the initial design. A preliminary design review revealed that the initial system budgets were not adequate for the desired satellite mission. As such the OBC needed expanded functionality and more power was required than the original silicon solar array design could provide. The extra system bus requirements then necessitated a larger and more protective mechanical structure. The first iteration ended with several key members graduating in the 2001-2002 period, causing the project to ramp down and progress to slow before 2004.
Iteration Two, 2004-2007

The second iteration of the satellite development started in 2004. The team aimed to expand the capabilities and address key issues from the first iteration. This was achieved by a major structural redesign, OBC expansion and power system overhaul. The following were implemented by the end of 2007:

- A new, larger structure that was capable of accommodating more functional sub-systems.
- Thermal and acoustic tests confirming the theoretical performance of the new structure [7]. The test apparatus is shown in Figure 3.
- Gallium Arsenide solar panels, providing the power required by the new onboard systems.
- High power density NiMH battery packs.
- Expanded StrongArm 1100 computer architecture to include more interfacing capabilities.
- Temperature and power monitors for each satellite sub-system.

This period culminated in the first successful 'FlatSat' assembly of subsystems, pictured in Figure 4.

Despite the success experienced in this iteration of the project, mis-management of timelines and human resources caused the project deadline to be pushed further and further back. This period saw many key designers enter and graduate UNSW, causing many ramp-up and ramp-down periods on the development of key subsystems. This eventually lead to the project’s complete stall in 2008.

Iteration Three, 2009-2013

The majority of the BLUEsat technical leaders from second iteration had graduated and left UNSW between 2006 and 2008. The project subsequently ramped down and stalled.
in 2008. This prompted an introspective period between 2008 and 2009 addressing key
project management issues that had caused the protracted timeline and then stall. A new
project management strategy was implemented (discussed in later in Organisation and
Management) as a result of this review, ramping up the third iteration of the project over
2009.

In 2010, BLUEsat gained momentum with the inception of the Warrawal Project - a space
educational program arising from the government-funded Australian Space Research Program
(ASRP). The project provided the Group with funding and a deadline to complete a working
model of the satellite.

**Current Status**

**Satellite Functional Demonstration**

Following successful support from the ASRP and Warrawal Consortium, BLUEsat was able
to functionally complete the satellite in 2013, bringing development to a successful close. The
following functions were successfully demonstrated at the July 2013 meeting of the Warrawal
Consortium:

- Long-range communications
- In system health monitoring, including power consumption and temperature
- Two-way telecommand and telemetry
- System bus management

Figure 5 shows the BLUEsat team at the completion of final construction and testing before
the presentation in 2013.
Test Launch and Flight Model Construction

The satellite flight model will be tested on a stratospheric balloon in late 2014. The main objective of the balloon launch is to provide a conclusive demonstration of the satellite’s functionality in near-space conditions. Environmental performance of the satellite will be measured, especially thermal behaviour during the day/night cycle. An example of a similar stratospheric balloon test conducted for Envisat by CNES [8] is shown in Figure 6.

The satellite is to be suspended beneath a Raven Aerostar zero-pressure helium balloon, launched near Wagga Wagga and lifted to an altitude of roughly 35 km. It will remain at this altitude for approximately 24 hours, experiencing temperature and pressure conditions comparable to low Earth orbit. During this flight, the satellite will be in constant communication with the ground crew, providing telemetry on the satellite’s function and position, as well as conducting communication experiments with amateur radio clubs throughout south-eastern Australia.

In order to ensure reliability during this test, the satellite is currently being rebuilt to the final 2013 design. The on-board electrical system will be re-assembled. The majority of the mechanical structure will stay in service, and be used for the flight test. Certain structural components will be re-manufactured for improved structural reliability, including fasteners and radio shielding.
Issues and Lessons Learnt

The volunteer nature of the BLUEsats workforce introduced a number of project management and personnel organisational challenges. In particular, dealing with transiency of the membership in the project, having to engage and motivate a volunteer workforce, all whilst tracking and managing a large scale engineering project.

The project’s continually delayed timeline came as a result of key project and time management failures. The scope of building a complete set of customised micro-satellite hardware was well beyond what could be achieved within one generation of BLUEsat membership. The project lapses in 2000, 2004 then 2008 coincide almost exactly with the duration of an undergraduate engineering degree at UNSW. These ‘lapse’ periods occurred due to a critical number of students moving on from UNSW and BLUEsat after having graduated. A lack of on-going training and recruitment created a vacuum of experience.

This occurred due to three reasons -

- Poor project scoping. The project itself should have been scoped such that it could be completed well within one student’s tenure at UNSW.
- Lack of continual recruitment. The project’s structure was originally run like a typical professional engineering environment. This structure could not cope with the high ‘turnover’ of human resources inherent in an unpaid, volunteer and largely under-skilled workforce. No mechanism was in place to deal with the constant ‘ramp up’ cycle caused by having to recruit volunteers to work on high-skill engineering projects in their spare time.
Poor documentation. Lack of proper documentation of the design in the project meant that knowledge in the project was inherently tied to its senior members. When those members graduated, new members could not rely on documentation in order to carry the project forward.

These issues were identified in the 2008-2009 introspection period. A new project structure was put in place in order to push BLUESat to its successful completion, and a new vision with more achievable goals was put in place for BLUESat’s future.

**Organisation and Management**

The executive structure expanded upon in 2005 and team management system introduced in 2009 were created to specifically address these issues. Furthermore, the adoption of a Scrum-like Agile project management philosophy aided in project tracking and deadline management [9].

**Personnel Organisation**

Members within BLUESat were managed in teams with a structure similar to that implemented in Scrum projects under the Agile Framework [9]. Rather than focus on the immediate requirements of the satellite, development teams are formed based on availability of human resources. All teams are overseen by the executive panel in the project.

The executive panel consisted of the President, Chief Technical Officer (CTO) and Chief Operations Officer (COO). The COO was responsible for managing project funds, the efficient operation of the group, and organising out-reach events. The CTO focused on project management and provided technical design oversight within the project. The President maintained the mission of the group as a whole, overseeing decisions made by the CTO and COO to ensure that the project was always heading in the right direction.

Teams within BLUESat are formed based upon member availability and common interest rather than purely on available projects. Projects and parts of the satellite that were not being worked on were assigned to a backlog (discussed below). The latest cycle of development (2009-2013) demonstrated that this mode of team management is very suitable for constant recruitment of new members without sacrificing project velocity. New members were integrated into existing and well developed teams, mentored by the more senior team members.

Each team had a product owner and scrum-master. Product owners were in charge of the technical scope and end requirements of the team’s project. Scrum-masters maintained the project timeline and ensured smooth running of the team. All team members are encouraged to bring up any issues or ideas that they had with the project. This relationship is illustrated in Figure 7.

As new members entered and old members leave the project, teams would be re-shuffled and redistributed. With this, personnel management remained adaptive and constantly introspective allowing for peak development efficiency for an otherwise unreliable workforce.
Generational Handover

A key problem identified in past iterations of the project was the graduation of key senior team members without an appropriate role handover process. Senior members would leave taking away technical knowledge and project management skills that had not been passed on to members who would stay on after them. BLUEsat has implemented two policies in order to combat this problem - on-going documentation and mentoring with ongoing recruitment.

Designs and design practices in BLUEsat are documented and organised into a central repository managed using subversion (SVN). When designs or policies were changed, members are required to ‘check-in’ changes to the central repository. Old versions of all files were maintained for reference and study. This way, all technical and operational knowledge in the project was logged and maintained for all members, present and future, to access.

The senior members of the project were required to pass on knowledge to younger members in a constant mentoring process. As new members joined, the CTO ensured that they were made aware of all aspects of their particular sub-project. With time, this evolved into learning more and more about the grander scope of the project. This process was facilitated by yearly re-election of new executive members. High executive turnover was encouraged as it gave junior members the opportunity to be trained as project seniors before key members had graduated.

Project Management

BLUEsat adopted a Scrum-like system of Agile project breakdown structure. The greater project was broken down into a series of sub-projects based upon sub-system design and

---

1SVN is file-version control system that featured robust maintenance of database backups with each ‘check in of a new design’ [10].
logical division of skill sets. This occurred during the initial conceptual phase of the project. The overall design architecture was carried out by senior designers in conjunction with the CTO and then split into sub-projects. The BLUEsat sub-project structure is shown in Figure 8. An initial strategy was then laid out to provide a roadmap to project completion.

As teams became available, they were assigned to attack these sub-projects. Regular meetings between scrum-masters and product owners ensured that progress was made. These meetings occurred every two to three weeks with specific deliverables set for each sprint period. Scrum-masters and product owners regularly reported to the CTO, who then oversaw the entire project.

Once certain milestones are met, general meetings were held in order to consolidate progress. These meetings include all members involved with technical development and were aimed to bring everyone up to speed with the current technical progress of the project. The aim of these meetings is to maintain transparency across all levels in the project. This engaged all members at all different levels in the project and had a definitive positive effect on member motivation.

**BLUEsat’s Future**

BLUEsat will carry on the tradition of giving UNSW undergraduate students experience in professional space engineering and project management across all levels as the ‘BLUEsat Group’ of undergraduate space projects. To address the scope and deadline issues which hampered the progression of the first satellite, the Group will take on multiple, smaller projects under advisement of the Australian Centre for Space Engineering Research (ACSER).

The number of projects undertaken will be dependent on the availability of student resources. Each project will have its own operations and technical lead, with central administration and central vision to be carried out by the Group President. This is illustrated in Figure 9.

**Canadian Satellite Design Challenge**

The CSDC is a Canadian-run CubeSat design competition. The competition calls for the design and delivery of 3U CubeSat. A 3U CubeSat belongs to the CubeSat family of satellites with a specified an envelope of 300x100x100mm, total mass of 3kg and launch interface.
as specified by California Polytechnic University [11]. The competition allows 21 months between registration and satellite delivery. The CSDC also requires that entrants participate in high-school outreach and science educational programs in order to increase space-technology awareness in the public community. The CSDC administrators have encouraged BLUEsat to partner with a Canadian University to field an entrant in the 2015 competition. Although details about the 2015 competition have not yet been finalised, the satellite is expected to be delivered by quarter 4 of 2015.

**NASA Lunabotics Competition**

The NASA Lunabotics Mining Competition is an annual competition for university student groups to design and build an un-manned rover for operation on the moon. The BLUEsat Lunabotics team is currently working on an initial conceptual design, project plan and budget. The aim is to have a semi-functional model by end of Semester 1, 2014 and a rover ready for entrance to the May 2015 competition. The different scope and requirements of the Lunabotics Competition allow students in the Group to choose the project that is most engaging to them.

**Conclusions**

The BLUEsat project has largely been successful in providing students with practical, hands-on space engineering experience. The first satellite allowed student members to develop their understanding of space engineering and create technology which would be suitable for a space-environment. The set-backs that the project experienced over its 15 year lifespan allowed for members to learn valuable lessons in project management and design consolidation. The subsequently developed personnel and project management structures allowed the current team to drive BLUEsat to its recent and very significant success. Positive management decisions contributing to this success included more structured project management, documentation and maintaining ongoing recruitment. BLUEsat will continue in the form of the BLUEsat Group, undertaking space engineering projects and applying lessons learnt from the first 15 years of the BLUEsat Project.
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Introduction

The student research team welcomes Australia’s Satellite Utilisation Policy (herein referred to as ASUP), released by the Australian Government in April 2013. The team acknowledges the policy document and its significance as a crucial stepping-stone towards Australia’s full involvement in space and space related activities, propelling this issue into political discourse and into the minds of Australia’s general public.

In March 2008, the Senate Standing Committee on Economics was tasked with producing a report that investigated the current state of Australia’s space industry, the arguments for and against the expansion of the industry, and to provide realistic policy solutions. Five years later, the Australian Government released ASUP. The student research team recognises ASUP as an achievement of the 2008 report. ASUP marks a new beginning for Australia’s formal discussion on how it should conduct itself on the world stage with regards to its satellite usage. It serves to assist the general public and government in grasping the importance and extent to which space plays a part in everyday life, and how secure Australia’s future is in that regard. ASUP also underlines many aspects of Australian industry, and its dependence on satellites and the information that they provide, which invokes the question why such a policy had not already been in place, considering the importance of space to Australian interests.

* Student Research Team (SRT) within the Australian Youth Aerospace Association.
The policy must also be noted for its pragmatic direction of satellite utilisation, rather than an attempt to hurriedly formulate a fully-fledged space policy. This specificity circumvents the perceived financial cost that generally accompanies discussion on Australia conducting manned space flight or launching space vehicles. This provides a good foundation on which to build into the future. This student research team believes that ASUP, this paper, as well as subsequent and intermediary reports and discussions, should be conducted and viewed with the goal of bettering Australia’s space industry and global involvement.

In an effort to address some of the criticism ASUP has received since its publication, the team would like to identify that ASUP provides a prime platform from which Australia can build space related policy and that it should be seen as the first iteration of a discussion that will constantly be augmented and refined.

This paper primarily addresses the issues and proposed resolutions to Australian space policy and Australia’s space industry as a whole, with regards to technology, policy, legal considerations, defence and economics.

Technology

Background

Australia’s historical involvement in and contribution to space utilisation has been noteworthy for a country of its size and level of space development. 1947 saw Australia’s Woomera Rocket Range in South Australia established as a launch site for the United Kingdom and European launch activities. This site saw the Weapons Research Establishment Satellite (WRESAT) launch in 1967, only the seventh satellite to be launched into outer space. The Observatory at Parkes, NSW, played an integral role in the Apollo launch and subsequent Moon landings. It served as the main signal receiver and transmitted Neil Armstrong’s first steps on the Moon to over 600 million people across the world. Australia has since been a founding member of many space related organisations, including the United Nations Committee on the Peaceful Uses of Outer Space in 1958. This nation has historically played a major role in space and still maintains a significant role in its existing facilities, including the newly announced Square Kilometre Array, a 96-dish survey telescope in Western Australia.

However, since this initial involvement in space activities, there has been a decline in Australia’s direct involvement and contribution to the space faring community, as well as an explicit retreat from launch capacity in this country. This is not necessarily negative in the view of the research group. While it would certainly be beneficial to have access to local launch capabilities, this is a costly and delicate process that is better managed by other groups at present. There is no sense in duplicating the functionality provided by international partners, and it is widely accepted that space self-sufficiency is not something Australia can, or should, strive for in any feasible time frame. Rather, Australia should focus on developing capabilities that are readily integrated into global space supply chains, forming a consumer/provider balance. In comparison, if one was to observe the differences in space involvement between Australia with the United States of America, there exists a vast mismatch in terms of both capabilities and scale. While it has been recognised that Australia is an effective consumer of space derived services in a number of categories [1]; it is a small nation with only very specific needs from a space program. On the other hand, Canada has been a very active member in space and related activities. As a country with a very similar
gross domestic product (GDP) as Australia, it is interesting to compare the extent to which space related activities are prioritised. The Canadian Space Agency’s budget for 2013-14 is CAD$488.7 million [2]. The CAD$3.483 billion in revenue generated by the Canadian space sector in 2011 justifies this [3]. By comparison, Australia’s government previously pledged AUD$40 million over 4 years to the Australian Space Research Program, which has now concluded with no definite continuation of funding. Australia’s space sector needs the support of the government to reach a level at which the economy can directly benefit from space related industry, as exemplified by Canada. The UK Space Agency, as a member of the European Space Agency (ESA), has injected £35,000 [4] into promoting space at a grassroots level for 2013/14. Annually, their space industry turnover is £7.5 billion, with employment in the sector rising at 15% per annum [5]. Its main space operations are satellite broadcasting and telecommunications, with more niche operations in satellite manufacturing. In 2011, a £10 billion grant was made available by the government for companies involved in developing new technologies to be used in spacecraft systems.

These comparisons are made with the intention of drawing parallels between Australia and other countries with similar histories and social, economic and cultural backgrounds, and highlight the differences in commitment to space related activities. Rather than build Australia’s space capabilities, effectively from scratch, these comparisons provide examples Australia can follow to streamline any progression into space or, at the very least, a space industry.

Relationships

To say that Australia’s economic and scientific future relies on space technologies might be received as hyperbole by some. In reality, space and space technologies currently contribute AUD$1-2 billion annually to the economy [6]. As a nation, Australia has cultivated relationships with a variety of countries and organisations in order to maintain these industries. However, Australia relies on the cooperation of our neighbours and allies to ensure our access to satellite systems, launches and scientific data [6].

While it is unlikely that Australia will be locked out of access in the future [6], this does not mean that the nation should rest on its laurels and assume indefinite access to the systems and data it depends on. For example, there is currently a significant reliance on US, Chinese and Japanese satellites for weather information [7] and US systems for GPS while mapping of the Great Barrier Reef in 1981 was carried out using the US satellite LANDSAT [7]. Without these negotiated concessions, the country’s industries would be crippled. As an example, see BBC UK’s “The day without satellites” (http://www.bbc.com/future/story/20130609-the-day-without-satellites).

Conversely, Australia has made a critical contribution to a number of US missions since the 1960’s by providing tracking and data management [7]. Australian scientists and engineers have made valuable contributions to a number of missions such as JAXA’s Hayabusa, NASA’s HiFire and ESA’s EnviSat, among numerous others. According to the UN, Australia has a responsibility for approximately 1/8th of the globe’s viewing land and sea mass, from the Java Sea to Antarctica [7].

Thanks to its existing relationships with international agencies, Australia has been involved in a large number of space missions. However, these missions represent only a small fraction of what Australia is capable of achieving. Despite reliance on external providers, whether they
are nations or organisations, Australia’s current approach to space policy integration in the civil arena lacks transparency and is thus somewhat hindered (in comparison to the coordinated and structured approaches other states have taken to policy formulation, bringing together industry and other stakeholders to maintain relevant and appropriate policy) [1]. In addition to this, Australia has been offered membership of ESA no less than four times, yet has not utilised this offer to bolster our existing relationships. Whilst membership fees (calculated as a percentage of the country’s GDP) are not insignificant, justification needs to be made as to whether such cooperation and membership could be economically worthwhile. Thus, the relationships the nation fosters internationally are critical to the future of national space development. As discussed later, there are a number of ways that this can be sustained.

Skills

It is clear that Australia already possesses highly motivated and skilled individuals with the capacity to initiate a functioning and growth-geared space industry. The calibre of Australian graduates in the STEM fields is renowned, and some of the nation’s brightest minds are already equipped with relevant skillsets. As an example, the highest ‘ATAR’ (Australian Tertiary Admissions Rank) cut-off without supplementary requirements in any Australian university is Space Mechatronics at 99.80, placing the recipient of this rank in the top 0.15 percentile. However, the outcomes are only too clear when there is a void in the demand for their talents at home – it becomes apparent that Australia is aiding the ‘brain drain’ phenomenon, where these innovators find more hospitable industries overseas [6]. Contrary to this trend, in comparison with other OECD nations, there is a further decline in the take-up of STEM-related subjects in Australia, especially in secondary education [6], [8].

Essentially, the first step in extending policy will require drawing on home-grown entrepreneurs and innovators to 'space work'. In this process, Australia has the opportunity to develop a generation of young professionals who are eager to stimulate projects in a fertile space industry. However, this all rests upon the necessity of developing industry as submitted by the Space Industry Innovation Council. Subsequently, it is anticipated that tertiary institutions will respond by developing courses and curricula in line with this projected demand, and a renewed emphasis on STEM subjects in secondary schools. Directly relevant technological advances pioneered on home soil can turn around the nation's perceived disinterest in science. The trickle-down effect to the grassroots level is likely to be self-evident and it is certainly anticipated to pique the interest of young children, who are to become the engineers and scientists of tomorrow [6]. Australia’s graduates in relevant fields will then be able to seek employment in space, domestically. The overall result is an environment that taps into the potential of that nation’s brightest graduates to better the nation as whole in a field that will continue to directly impact and dictate the lives of the population.

In this renewed space development atmosphere, it is anticipated that with the required changes, a new culture of space start-up companies will begin addressing the narrow space-related technologies Australia currently has the capacity to develop, but it is also expected that universities will seek to establish research and development laboratories specifically addressing space technologies. The benefits of establishing R&D labs have been widely reported [See: Chapter 4 of National Innovation System]. A chain-reaction will likely follow and it is hoped that eventually an Australian space cluster will be erected: a concentration of institutions in a particular location [6], much like Silicon Valley in California. The rest of the world will become aware of Australia’s burgeoning position, further attracting foreign talent and investment. The value of Australian companies specialising in niche technologies will
gradually increase as we become an important link in global supply chains. This does not necessarily equate to Australia being a sole provider of certain components or technologies, rather Australia achieving a position of technological expertise that can be called upon by other states for their own indigenous programs as well as Australia directly contributing to collaborative programs that rely on technology, applications and sophistication that Australia possesses.

Another issue with current infrastructure is that the Space Coordination Office (SCO) is currently very small, with its employees primarily having an administrative and diplomatic background. Whilst it is extremely beneficial to have administrators who speak the ‘language’ of parliament and law making, the SCO needs to increase its technical foundations in order to adequately represent the space sector in Australia on a global stage, and so there is a requirement for representatives who can also speak the ‘language’ of space and related sciences. The current structure, whilst providing a fantastic vantage point in a departmental sense, and with great potential, is restricting the access of Australian companies to international projects. Small, carefully nurtured expansion of the office will help confirm Australia’s role in the international space industry and give credence to the work that is being done in Australia. The office also needs to move from a model that is not only administrative but also includes a strong technical foundation and adequate outreach and advocacy for Australian involvement in space so that the commercial, demand and ‘future-proofing’ aspects of the space industry are also catered for. There are also perceived benefits in other organisations, such as the Commonwealth Scientific and Industrial Research Organisation (CSIRO) and other government bodies, taking on an advocacy role, not only the science, technology and regulatory roles they currently promote. This would be similar to the role that organisations such as the Federal Aviation Administration (FAA), the National Aeronautics and Space Administration (NASA) and the European Space Agency (ESA) take. This will help work companies within in the Australia space sector into international supply chains whilst providing a justifiable cause to the Australian public. The expansion of the Space Coordination Office would be further aided by the presence of the relevant staff at international space events, such as the International Astronautical Congress as ambassadors of the industry. Delegates have recently seen this in Beijing; however a greater participation in heads of agency plenaries and bilateral meetings would be highly beneficial for Australia as other agencies will better understand Australia’s needs in space and have access to a uniform front through which Australian industry can better communicate.

Funding

The recent Australian Space Research Program was established to provide grants to bodies that developed technologies related to space activities. Over the last four years with a commitment of $40 million, it was able to fund 14 projects, but its term has finished. Through this, a number of highly successful and hugely promising programs were started, however, with no continuation of funding, the Australian space industry finds itself divided and internally fragmented, each segment fighting for further funding from a dedicated pool that is not sufficient to fund. To sustain the fertile environment of innovation, it is the opinion of the authors that continuing funding is provided as a matter of urgency [9]. The initial AUD$40 million served a purpose in kick-starting a number of programs into action, and the majority proved to be successful and with immense potential. Referring back to the original comparisons, AUD$40 million is a relatively small figure for space research funding, when compared to countries like the UK and Canada. However, now the Australian Government should assess the relative success of each of the ASRP funded projects and select a “shortlist” of programs that directly relate to the needs and developing capabilities Australia wishes to
foster and then allocate new funding to these programs. In essence, there is no reason not to continue this source of funding in years to come. The National Committee for Space Science recommends an allocation of AUD$140 million [7]. Indeed, long-term funding has proven to be integral in Canada's successful approach to space technologies [6], but the policy and justification of Australia's involvement in space needs to be finalised and confirmed so that funding can survive beyond the standard election cycle. The availability of the funding thus becomes a clear signal of Australia’s dedication to innovation and its recognition of the important function it plays in the national society; this is the right message Australia should seek to broadcast to the world if it wishes to become a viable partner in space. The emphasis here is not to develop technologies which already exist and are commonplace overseas, nor to pioneer new fields of space research, requiring prohibitively high funding and resources, but to specialise and advance in niche technologies which are highly demanded on a global scale; as an example, Silanna Semiconductors, an Australian-based company that finds its products embedded in satellites, probes, and even Mars Rovers.

With a hub of institutions and businesses all working toward the development of a variety of space technologies, the potential for success is high. A key reason for promoting such a hub includes the development of professional collaboration in the enhancement and progress of space technologies, particularly when Australia is seen as an international leader in global navigation and been described as having an “underlying capacity for innovation” [1]. Developing such a hub could push the country towards global leadership in broader areas of space development. The Decadal plan 2010-2019 calls for AUD$140 million investment in space related technologies. A similar level of investment over the coming decade in a space technology hub would likely return massive benefits to Australia [1]. Another crucial idea is that space-related technologies should not be confined to one field – instead it should be synonymous with innovation. There is enough evidence that accounts for the sundry beneficial by-products of space technologies [6], and of its contribution to other fields such as medicine. Competition for funding grants would also be a further incentive for space technologies to proliferate domestically. By increasing support and funding to companies, we would have the means to push technological boundaries from our own shores, because at the end of the day, an investment in space technology is an investment in Australia's future as a nation of innovators.

Legal

From a legal standpoint, Australia is a signatory to the Treaty on Principles Governing the Activities of States in the Exploration and Use of Outer Space, including the Moon and Other Celestial Bodies (Outer Space Treaty [OST], 1967) and must therefore meet certain international obligations under the treaty. This can impact domestic space legislation in Australia and articles within these agreements of particular concern to Australia are noted in the Appendix [A]. These international treaty clauses must be adhered to in order for Australia to build a legitimate space agency and/or be actively involved in space activity. The research group does not see these obligations as obstacles toward an Australian space effort, as these are principles that all current space capable signatory countries are accountable to.

With the rapid growth of the commercial space sector, there lies the potential for current treaties concerning space to be amended in order to clearly define parties as either a state or corporate actor and to address the ensuing liability considerations. It should be expected that any signatory to amended treaties or resolutions will be required to have a clearly defined
‘space policy’ or relevant legislation that details the relationship and sharing of liability between commercial operators and states. This would be of particular importance to Australia, as a country that appears to sign up to treaties relating to concepts that have no direct bearing on its space operations. As a nation, Australia is best served by becoming more informed on the global concerns in space industry activity and the legal obligations that follow. However, the question remains as to whether Australia should forge ahead and develop lasting and meaningful space policy, or to wait until it is required under a treaty to which it is a signatory.

Security

Defence force activity accounts for 85.1% of the total value of the Australian aerospace sector [10]. In addition, over 50% of total satellite communications systems have been developed to support the military [11]. Accordingly, any analysis of Australian space policy would be deficient if it did not consider the impacts on national security interests.

Scope and Definitions

The mission of the defence forces is to defend Australia and its national interests. Whilst it is arguable that this mandate extends beyond national security; that security is paramount to their role is axiomatic and this discussion confines itself to national security concerns. This section will look at the national security strategy; defence objectives, plans and capabilities anchored in considerations of space and specifically satellite strategies. It will make reference to Australia’s Satellite Utilisation Policy (ASUP), the Defence White Paper (‘White Paper’), the Defence Capability Plan and end with some criticism and student perspective.

Defence White Paper

The first mention of satellites within the White Paper is in reference to space situational awareness (s6.19, 8.36 White Paper) [13]. Space situational awareness refers to the monitoring and tracking of space based objects (such as debris, or satellites) [14]. It is suggested that this is an area of importance due to Australia’s growing reliance on satellite technology as well as the proliferation of counter-space activities and increasing space debris (White Paper s8.36) [13]. It is the opinion of the authors that the importance of space situational awareness should not be understated. Estimates place the economic impact from unplanned denial of service of earth observation from space capabilities (EOS) at an economic cost of AUD$100 million in the year the denial occurs [19].

An examination of the White Paper reveals that the primary use the Defence Force intends to make is with regard to communications, although the language suggests it may perform an auxiliary function. Specifically, it states that it provides an independent source of connectivity to deployed forces (s8.35) [13] integrated into planned AUD$1.1 billion upgrades to fixed telecommunications systems (s8.38) [13]. To assess the wisdom of this relegation it is necessary to look at the infrastructure the Defence Forces intend to use. The ADF has entered into a communication partnership with the United States granting it access to the Wideband Global Satellite Communications (WGS). This system enables flexible, high-capacity communications across both “X” and “Ka” frequencies [15]. This system is purported to offer better interoperability and operational flexibility. The chief drawback to this arrangement is the cost. As part of the deal, Australia had to fully finance the launch of one of the six satellites at a cost of AUD$900 million [16]. The benefit being that Australia is given access
to bandwidth covering the entire constellation of 6 satellites. The drawback is that Australia receives no proprietary interest in the satellite launched and is granted access to the technology only until 2029 when its contract expires [17]. The reliance on alliances and good will of foreign nations continues to be a burden on Australian space endeavours. It is simply not feasible to construct the military communications network around technology that Australia has no proprietary interest in and cannot control, the ramifications of a denial of service are simply too great if conflict were to break out. This is unfortunate, as the WGS network is reported to be incredibly powerful, capable of transferring information around the world at more than 3 GB/s. It is the reluctant assessment of the authors that satellite communications, whilst an integral component of military communications, can never be wholly or even principally relied upon. As such, Australia should aim to achieve better, more secure, defence communications arrangements that lead to possession, control or even significant influence over space assets and their derived resources and this could be facilitated by Australia adopting a more forthright approach to space utilisation as a whole.

**Defence Capability Plan**

When considering defence undertakings and capabilities, according to the Defence Capability Plan 2012 [18], aerospace spending has been focussed on sustenance with acquisition expenditure falling by 23.8% in 2011-2012. While acquisition expenditures are expected to increase over 2014-2015, the bulk of these expenditures are unrelated to satellite or space investment.

Looking more closely at the plan, only one project (JP2008) specifically mentions satellites (although it is acknowledged that other projects focusing on geospatial intelligence would make use of them). JP2008 has an Acquisition Category rating of III, which indicates that it is an expenditure of moderate strategic significance to the ADF. This is an unfortunate but ultimately sensible approach, it stems from an under-utilisation of the technology. As previously stated, satellites cannot form the primary technology relied upon for our national security if there remains no proprietary interest in the technology. This is especially so when the use of the technology is for a definite period of time.

**Economics**

**Composition of the Australian Space Industry**

The Australian space industry is complex, primarily motivated by telecommunications and satellite services. Globally, the industry is heavily influenced by satellites, particularly telecommunications, accounting for 62% of space industry revenues [20]. A majority of the remaining space industry revenue comes from various government grants and projects. Australia’s involvement in the space and satellite industry is largely focused on satellite service providers, including telecommunications and positioning. Other areas include ground support services, minor equipment manufacturing and research and development.

Asia Pacific Aerospace Consultants (APAC) conducted a review of Australian space activities for the former Space Policy Unit (SPU) in two consecutive years and estimated revenue to be in the order of AUD$1 billion to AUD$2.2 billion per annum in the year 2011 [21]. In their survey, in relation to respondent’s outlook on revenues, exports, imports and employment, roughly 30% to 40% of respondents expected no change, 30% to 40% indicated up to 25%
industry growth and 10% to 15% expected small declines over a 6 year period consisting of the previous 3 and following 3 years [22]. It was estimated that the Australian space industry workforce contained approximately 8400 persons with 6000 full-time equivalent (FTE) staff. The 2011 [21] survey revealed approximately 45% of respondents reported problems with skills shortages in recruiting staff for space-related activities and approximately 62% of those encountering shortages recruited from overseas to meet these needs. Compared to the 2010 survey, approximately 42% of respondents reported problems with skills shortages and around 83% of those encountering shortages recruited from overseas [22].

APAC also identified 631 organisations involved with space-related activities in Australia in 2011 [21], up from 456 identified in 2010 [22]. The majority of these companies are involved in activities in the “Space Enabled Services & Applications” category, including telecommunications, broadcasting, positioning, navigation, earth observation, and satellite imagery. This is also consistent with the space industry composition in international trends. With an increasing trend in the growth of companies associating with the space industry in Australia, the authors of this paper believe a significant portion of the growth in these numbers are of companies belonging to the emerging small to medium enterprises (SMEs) segment, with industry growth trends in traditional segments such as telecommunication services, wireless telecommunication services and surveying and mapping services not showing signs of growth. Analysis of telecommunication services, wireless telecommunication carriers, and surveying and mapping services are contained in the Appendix [B].

The Economic Case for Policy Engagement

Although Australia’s current yearly revenue from space-related activities amounts to AUD $1-2.2 billion, globally the economic footprint of the space industry is within the range of $255-310 billion. Accordingly, any policy-driven expansion of Australia’s space industry must be directed at increasing Australia’s contribution to international activities whilst simultaneously developing capabilities of our own.

Further consideration must be given to:

- Assessment of economic risks of Australia’s dependence on foreign-owned and operated satellites, and
- Economic, social and environmental needs that are not being met by Australia’s existing space resources.

The global health of the space economy is sustained by demand for established space-related technologies in fields such as communications, navigation, earth observation and defence. However there is promising growth, particularly in the private sector, in areas such as natural resource management, climate change monitoring, space tourism, robotic satellite servicing and the clearing of space debris as well as the privatisation of space transportation. Furthermore, the heavy investment in space-related activities by emerging economies, particularly India and China, will continue to fuel growth in this sector.

Australia can benefit directly from participation in international space activities by utilising its engineering expertise and scientific sophistication domestically to develop high technology, nuanced components for space applications. Currently, much of the professional workforce is employed overseas due to industry demands. Australia’s stability, business environment and
research strengths make this a realistic and attractive option that has previously been identified as a focus area.

Further consideration must be given to:

- The possibility of encouraging private sector interest in the development of a potential future launch industry in Australia, and
- Economic viability of a national satellite development and deployment program (with critical consideration for cases such as FedSat).

With the aim of growing an industry that will supply high-tech components to international partners, key measures that should be undertaken include:

- Strengthening and establishing international partnerships with South East Asian nations, particularly India/China. This can be achieved through bilateral treaties, industry lobby groups and trade partnerships reducing the cost of business for high-tech industries.

- Adopting less restrictive legislation with the aim of fostering the commercialisation of launch capabilities and other space-related activities, achieved through:
  - Amending the licensing regime, launch safety requirements and registration costs enumerated in the *Space Activities Act 1998 (Commonwealth)*.
  - Adopting certain measures contained within the United States Commercial Space Act 1998, particularly those which promote a stable but minimal regulatory oversight and foster public-private partnership in the development of space-related technologies.
  - Encouraging competition and foreign investment in satellite communications by reviewing existing telecommunications legislation.
  - State mitigation of risk for those seeking to establish space-related companies.
  - Ensuring the protection of innovators and entrepreneurs by protecting intellectual property rights with regards to space-related technologies but encouraging their responsible transfer, including state subsidies for technology transfer.

**Vision 2025**

Considering the analysis up until this point has been focussed on the near term, the authors considered it important to present an outline on how the youth of today would like to see the Australian space industry evolve up until the year 2025 and beyond. The following concepts require the full enactment and consideration of the points detailed above in order to be remotely realisable, however, even more important is the requirement for a shift in the mindset of government and policy makers and their attitudes towards space and Australia’s role in it. These suggestions, whilst challenging and not currently realistically achievable, serve to provide an ultimate goal that might exist as the ultimate milestone to consider Australia as a part of the ever growing cadre of space faring nations.

**Guaranteed annual funding for space research and development**

No body, government or otherwise, can operate without funding. Whilst in the past there have been funding grants and ongoing contributions to the Australian space industry, there has not
been anything supplied with a long-term guarantee. The authors feel that the general consensus is to see a guaranteed amount, gradually increasing with each subsequent budget cycle until space technologies receive an ongoing confirmed endowment commensurate with their national importance. The authors argue that Australia’s involvement in space and space technologies is critical to our national development and economic performance. With this in mind, the authors expect a budget in the order of hundreds of millions per annum would be an appropriate amount as an initial constraint. This could be allocated between an Australian ‘space agency’ and commercial entities in the form of grants and tenders.

**Australian astronauts as part of an international mission**

While there have been Australians in space previously, all of them have had to become US citizens to achieve this significant feat. We would like to see Australian scientists and engineers given the opportunity to work directly in space as representatives of Australia. We envision a future Australian representative body on space affairs partnering with international agencies to place appropriate Australians in prospective astronaut programs. This fits under the umbrella of an Australian ‘space agency’ as well as within the current educational export programs. Potentially, Australia could offer to provide some components of the astronaut training program. In addition to this, a formalisation of exchange programs between countries and their respective space agencies could see a healthy exchange of ideas, improve collaboration and normalise operational and educational outcomes in tertiary and professional training across partnering nations.

**Membership of ESA or other major international consortium**

As has been repeatedly mentioned, we have turned down the possibility of membership with the European Space Agency on several occasions. Achievement of this goal would also facilitate the fulfillment of the other 2025 goals and could accelerate Australia’s progress to space development and contribution. This would provide our students with more secure post-study career advancement and employment, a potential market for our indigenously developed technologies and access to a multitude of researchers and institutions to collaborate with. There is no obvious downside to closer ties with a large space related organization, save for the significant price-tag membership attracts. Membership would only truly be feasible once space becomes clearly recognised as a national priority.

**Summary and Conclusion**

This document aims to highlight the extent to which Australia is already involved in space on a multitude of platforms. However, what should be evident to the reader is that this involvement, at least in the civil domain, is neither coordinated nor reflective of the true capacities and needs of Australia. The overall conclusions of this paper aim to encapsulate both the progress that can be achieved in the near future as well as in the longer term. Given there have been several previous offers of membership to the ESA it would be remiss of the Australian Government not to pursue this further. Not only would this give Australian graduates access to fulfilling, and otherwise domestically unavailable, employment, it would also foster further cooperation between Australian and European industries. The potential rewards of such an initiative cannot be ignored. However, in order to achieve this there is a need for an active, representative body to advocate the needs of the Australian space sector and the Australian government in space at a domestic and international level. The closest
current possibility option is the Space Coordination Office. At present this is a relatively small, non-technical office, working within the Department of Innovation. We propose a progressive upgrade of this department starting with the introduction of technical staff and assured budget. It may also be of value to alter the name to something more publically accessible such as incorporation into the title of a federal portfolio alongside climate, weather, disaster management, environment etc., or in its current position with significant rebranding and awareness as the Australian Office of Space Activities, Australian Federal Space Directorate or another appropriate name that advises the public and interested parties as to the actual capabilities and range of authority of the office. This would also enhance the international view of Australian space capabilities by providing a known and uniform point of contact. There is general support for this endeavour from within government and industry; Lost in Space [6] highlights that an agency should evolve gradually so as to ensure that its goals are met effectively. The eventual consolidation of the various departments involved in space activities (earth observation, metrology, etc.) should be a goal of this new agency.

In conclusion, if one thing is to be gained from this article it is that there is a significantly sized, concerned body of students and young professionals frustrated with the stilted progress Australia has made in space in recent years, but equally open-minded and optimistic about the potential for the future. The reluctance for any concrete and spurring commitment to space development in Australia is endemic in the public discussion that occurs across the board and needs to change. The public and the government needs to be informed of the risks Australia could face into the future if the status quo is maintained and realistic progress needs to happen very soon. As a final remark, should nothing change, Australia risks creating a generation of disillusioned yet highly skilled graduates who will increasingly search for employment overseas. Whilst this may be a partial goal of the current Australia’s Satellite Utilisation Policy, the increased contribution to a ‘brain drain’ may have dire consequences for the future of science and technology within Australia, leaving a gap in knowledge and thus a gap in motivation and capability, propagating a vicious cycle of over-reliance on foreign-sourced good will and cooperation. Australia is a country with a history of dedicated innovators and visionaries, and it is the youth of today who are mobilising to recapture the forward thinking and imaginative spirit that Australia once recognisably possessed. In space, from the youth perspective, the only way for Australia is up.
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Appendix A: UN Treaty/Resolution Articles of Particular Note to Australia

Rescue Agreement 1967

- Art. I - IV: Must notify launching authority and UN and/or render assistance to any personnel of a spacecraft that are in distress or in accident.
- Art. V: Expenses to recover and return a space object is borne by the launching authority.

Liability Convention 1971

- Art. II: Launching state is absolutely liable to pay compensation for damage caused by its space object on the surface of the earth or to aircraft in flight.
- Art. IV - V: Two or more launching states are jointly and severally liable for any damage caused.
- Art. IX and XIV: Claim for compensation for damage shall be presented to a launching state through diplomatic channels. Otherwise, the parties can establish a Claims Commission to determine amount of compensation payable.

Registration Convention 1974

- Art. II and IV: Must register any space object launched into Earth orbit in national registry that it maintains and provide such information to UN for its central register.
Use of Artificial Earth Satellites for International Direct Television Broadcasting, 1982

- Principle 13: State which intends to establish or authorise establishment of an international direct television broadcasting satellite service will notify the proposed receiving state and enter into consultation.
- Principle 14: Service must conform with the relevant ITU instruments.

Remote Sensing of Earth from Outer Space, 1986

- Principle 2: Remote sensing activities shall be carried out for the benefit and in the interests of all countries.
- Principle 12: Sensed state shall have access to primary data and processed data on non-discriminatory basis and on reasonable cost terms.

Use of Nuclear Power Sources in Outer Space, 1992

- Principle 3: Use of nuclear power sources in outer space restricted to space missions that cannot be operated by non-nuclear energy sources in a reasonable way.
- Principle 4: Launching state must conduct a thorough and comprehensive safety assessment before launching a space object with nuclear power sources.
- Principle 5: Must inform states concerned in event of re-entry of radioactive materials to the earth.

Appendix B: Economic Data on Space Derived Revenues and Industry

Telecommunications Services

Table 1: Telecommunications Services Key Industry Statistics [25]

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue</td>
<td>$39.7 billion</td>
</tr>
<tr>
<td>Annual Growth 08-13</td>
<td>-1.9%</td>
</tr>
<tr>
<td>Annual Growth (projected) 13-18</td>
<td>-1.4%</td>
</tr>
<tr>
<td>Profit</td>
<td>$5.1 billion</td>
</tr>
<tr>
<td>Wages</td>
<td>$5.4 billion</td>
</tr>
<tr>
<td>Businesses</td>
<td>182</td>
</tr>
<tr>
<td>Employment Growth Overall</td>
<td>Decline</td>
</tr>
</tbody>
</table>

The data presented above accounts for the declining revenue growth in the telecommunications sector. In contrast, there has been increased demand and intense competition creating a fierce competitive environment. This means growth in demand has
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including voice and data, have seen growth along with its user base, particularly from oil and mining companies operating in remote areas. Other users of satellite services include government organisations, such as forestry and disaster recovery services, and individuals that cannot get adequate coverage from terrestrially based telecommunications services. Air and sea services are also heavy users of satellite-based telecommunications services, as they are essential for mapping, obtaining weather conditions, emergency distress signals and various voice communication services to land, sea and air points. Satellite offers ubiquitous coverage using point to multi-point communication.

**Surveying and Mapping Services**

*Table 3: Surveying and Mapping Services Key Industry Statistics [27]*

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue</td>
<td>$3.8 billion</td>
</tr>
<tr>
<td>Annual Growth 08-13</td>
<td>2.5%</td>
</tr>
<tr>
<td>Annual Growth (projected) 13-18</td>
<td>2.1%</td>
</tr>
<tr>
<td>Profit</td>
<td>$562.5 million</td>
</tr>
<tr>
<td>Exports</td>
<td>$92.5 million</td>
</tr>
<tr>
<td>Businesses</td>
<td>3350</td>
</tr>
<tr>
<td>Employment Growth Overall</td>
<td>Stable</td>
</tr>
</tbody>
</table>

The surveying and mapping services industry has been experiencing uncertainty in relation to fluctuating industry growth. Key industry drivers include demand and investment in residential and commercial property development and construction. The surveying and mapping services industry is highly fragmented with little concentration in key players. This involves low barriers of entry to this industry creating high levels of competition and is expected to further increase.

Technology levels have significant influence on this industry, with computerisation improvements in streamlining office activities and introduction of satellite based technologies. Imaging and positioning satellite technology has contributed to areas of surveying, mapping and positioning providing major impacts. This contribution along with the introduction of other technologies in this area will streamline efficiency and improve the accuracy is required in different fields of the industry.
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Summary: In the last few years, a number of planets have been proposed to orbit several post main-sequence binary star systems on the basis of observed variations in the timing of eclipses between the binary components. A common feature of these planet candidates is that the best-fit orbits are often highly eccentric, such that the multiple planet systems proposed regularly feature mutually crossing orbits - a scenario that almost always leads to unstable planetary systems. In this work, we present the results of dynamical studies of all multiple-planet systems proposed to orbit these highly evolved binary stars, finding that most do not stand up to dynamical scrutiny. In one of the potentially stable cases (the NN Serpentis 2-planet system), we consider the evolution of the binary star system, and show that it is highly unlikely that planets could survive from the main sequence to obtain their current orbits - again casting doubt on the proposed planets. We conclude by considering alternative explanations for the observed variation in eclipse timings for these systems.
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Introduction

In the last two decades, a plethora of planets have been proposed orbiting a wide variety of stars. Depending on which of the two main online exoplanet databases you follow, the current tally of confirmed exoplanets stands at either 732 (http://exoplanets.org; [1]) or 992 (http://exoplanet.eu)\textsuperscript{1}. Of those planets, only a handful (~1\%) have been detected directly, through direct imaging (e.g. [2][3]) – the rest have been found through indirect means, such as the radial velocity (e.g. [4][5][6]) and transit (e.g. [7][8][9]) techniques. Although the bulk of the discoveries are made through these indirect means, it has still been possible to learn a great deal about the variety and nature of exoplanets – with recent work revealing the composition of exoplanetary atmospheres (e.g. [10][11]), the variety of exoplanet orbits (e.g. [12][13]) and the complexity of multiple planet systems (e.g. [14][15]).

The majority of those planets orbit single stars in the prime of their lives – main sequence stars (e.g. [16][17]). Fewer have been found around evolved stars – stars who have completed their main sequence life and swollen to become giants (e.g. [18][19]). However, in recent years, a number of planets have been proposed to orbit post-common envelope binary star systems...
systems\(^2\) (hereafter PCEBs), on the basis of observed variations in the timing of eclipses between the two components of the binary system (as discussed in detail in e.g. [20]). Such planets, if they do indeed exist, would provide fascinating new insights into the planet formation process around binary stars, as well as the likelihood of planets surviving the post-main sequence evolution of their host stars. As such, it is clearly important to examine whether those planets are truly all that they seem to be. In most cases, PCEBs have been proposed to host two planets, often moving on surprisingly eccentric orbits. As a result, we have carried out a series of dynamical studies investigating the interaction of the proposed planets. Our work serves a dual purpose – first, it allows us to determine whether the candidate planets are dynamically feasible (that is, that their orbits are not catastrophically unstable). Second, our work can provide better constraints on the orbits of the planets in a given system (e.g. [15][21]), thereby allowing better characterisation of multiple planet systems.

In this work, we summarise the results of our dynamical studies of all proposed multiple-planet systems orbiting PCEBs. In the next section, we briefly describe our methodology, before continuing to discuss the various systems studied. We follow that discussion with a brief summary of our subsequent investigations that go beyond pure dynamics, in order to better ascertain the true nature of the signals presented by the observed PCEBs, before drawing our conclusions in the final section.

**Dynamically Testing Exoplanet Systems**

In order to test the dynamical stability of multiple planet exoplanetary systems, we follow a well-established routine (e.g. [15][22]). We use the Hybrid integrator within the n-body dynamics package MERCURY [23] to run a large suite of simulations following the evolution of the planets within the system for a period of 100 Myr. We hold the initial orbit of the best constrained planet fixed at the best-fit solution, and vary the initial orbit of the second candidate planet across solutions spanning the full \(\pm 3\sigma\) uncertainty range in orbital semi-major axis (\(a\)), eccentricity (\(e\)), argument of periastron (\(\omega\)) and mean anomaly (\(M\)). The planetary systems created in this way are then integrated forward in time for a period of 100 Myr, or until the planets therein collide with one another, are flung into the central star, or are ejected from the planetary system as a result of their mutual interactions. Should the system destabilise in this manner, the time at which this occurs is recorded.

---

\(^2\) PCEBs are tightly bound evolved binary systems, which feature a white dwarf primary and a main sequence secondary star. These binaries were once more widely separated, but when the primary star moved off the main sequence, it expanded rapidly, to become a red giant star. At some point during its time on the Red Giant Branch or, slightly later, on the Asymptotic Giant Branch of the Hertzsprung-Russell diagram, the primary swelled to such an extent that it overflowed its Roche lobe, resulting in the two stars becoming surrounded by a common envelope of material. This began a period known as the “common envelope phase”, during which the secondary star spiraled inwards until the loss of mass by the primary was completed, leaving it as a white dwarf or subdwarf B star. Where once the two stars orbited one another with a period of tens or hundreds of days, they now have a mutual orbital period of just a couple of hours. PCEBs frequently evolve to become “Cataclysmic Variable stars”, with significant quantities of material being transferred from the secondary to the primary through an accretion disk, resulting in significant variability and even infrequent nova outbursts from the system. For more information, we direct the interested reader to [46], and references therein.
In this manner, we are able to create detailed maps of the dynamical stability of the planetary system in question, as a function of the initial semi-major axis and eccentricity of the orbit of the planet with the least tightly constrained orbital elements. We can then assess whether the planetary system is dynamically feasible and, if so, determine whether additional constraints can be placed on the orbits of the planets therein on the basis of the dynamics. For more details on our methodology, we direct the interested reader to [24], and references therein.

**Four Unstable Systems**

Of the six PCEBs for which multiple companions have been proposed, four feature orbits for the candidate companions that cross one another. Mutually crossing orbits are typically dynamically unstable on short timescales, unless the objects moving on those orbits are protected from close encounters by the influence of mutual mean-motion resonance (as is the case for the Jovian and Neptunian Trojans (e.g. [26][27]) and the Plutinos [28] in our Solar system). The orbital solutions proposed for two of these systems (HW Virginis [29] and QS Virginis [30]) are presented in Figure 1 to illustrate the extreme architectures put forward in the discovery works.

![Figure 1: The best-fit orbits proposed for the candidate planets around the PCEBs HW Virginis (left, [29]) and QS Virginis (right, [30]). Both scenarios feature orbits that approach one another closely. In the case of QS Virginis, the orbits have eccentricities reminiscent of the comets in our Solar system. For HW Virginis, although the best-fit orbits do not cross one another at the current epoch, the great majority of architectures permitted within the uncertainties on the orbital solution are mutually crossing.](image)

Given the extremely unusual architectures proposed for the candidate planets in these systems, it is clearly important to examine whether the systems could be dynamically feasible. We therefore studied each system in turn, to see whether any stood up to scrutiny. Table 1 presents the solutions proposed for the four systems in question in their discovery works, together with the uncertainties on the orbital parameters, and references to both the original work and our dynamical investigations. To illustrate the instability we observed for these

---

3 A seventh system, NY Vir, has one claimed companion, and the authors suggest there may be a second – but do not place any constraints on its orbital parameters [25]. As such, that system is not considered further in this work.
systems, we present dynamical stability maps for HU Aquarii, HW Virginis, QS Virginis and V1828 Aquilae ⁴ (NSVS 14256825) in Figure 2.

*Table 1: The best-fit orbital solutions for the four candidate PCEB companion systems that have proven to be dynamically unstable on astronomically short timescales.*

<table>
<thead>
<tr>
<th>System</th>
<th>Companion</th>
<th>Minimum Mass ($M_J$)</th>
<th>Semi-Major Axis (au)</th>
<th>Eccentricity</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>HU Aqr</td>
<td>b</td>
<td>5.9±0.6</td>
<td>3.6±0.8</td>
<td>0.0</td>
<td>[31][32][33]</td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>4.5±0.5</td>
<td>5.4±0.9</td>
<td>0.51±0.15</td>
<td></td>
</tr>
<tr>
<td>HW Vir</td>
<td>b</td>
<td>8.5±0.42</td>
<td>3.62±0.52</td>
<td>0.31±0.15</td>
<td>[34][35]</td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>19.2±0.03</td>
<td>5.30±0.23</td>
<td>0.46±0.05</td>
<td></td>
</tr>
<tr>
<td>V1828 Aquilae</td>
<td>b</td>
<td>2.8±0.3</td>
<td>1.9±0.3</td>
<td>0.00±0.08</td>
<td>[30][36]</td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>8.0±0.8</td>
<td>2.9±0.6</td>
<td>0.52±0.06</td>
<td></td>
</tr>
<tr>
<td>QS Vir</td>
<td>b</td>
<td>8</td>
<td>6.031±0.051</td>
<td>0.62±0.02</td>
<td>[29][37]</td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>57</td>
<td>7.043±0.019</td>
<td>0.92±0.02</td>
<td></td>
</tr>
</tbody>
</table>

It was brought to our attention during the review process for this paper that NSVS 14256825 was recently given the official variable star designation V1828 Aquilae, as part of the 80th name list of variable stars, details of which can be found at [http://www.konkoly.hu/cgi-bin/IBVSpdf?6052](http://www.konkoly.hu/cgi-bin/IBVSpdf?6052). As a result, we hereafter refer to it by its new designation.
Figure 2: Dynamical stability maps for HU Aquarii (top left), HW Virginis (top right), QS Virginis (lower left) and V1828 Aquilae (lower right). In each case, the stability is mapped as a function of the semi-major axis (a, in au) and eccentricity (e) of the companion with the most poorly constrained orbital elements. The colour at each (a-e) location shows the mean lifetime at that location, taken over all tested values of ω and M. The simulations for HU Aquarii were carried out at lower resolution than those for the other three systems, since at the time we had access to significantly less computational power. As a result, the lifetimes in each small square of that plot are the mean of 21 individual trials, whilst those for the other three are the mean of 75 unique trials.

Each of the four systems detailed in Table 1 proves dynamically unstable on timescales of just a few hundred, or a few thousand years. Even in the case of V1828 Aquilae, the narrow region of enhanced stability features lifetimes of just ~ 1 Myr, far shorter than the estimated age and lifetime of the host stars. In each case, therefore, we conclude that the observed variations in the timing of eclipses between the two central stars are most likely not the result of unseen massive companions, although we acknowledge that the thin band of stability for V1828 Aquilae does suggest that, with future observations, it may be possible to find some dynamically plausible solutions for that system. If such companions do exist, they must move on orbits drastically different to those proposed in the discovery works, and detailed in Table 1. It is interesting to note that three of the four systems detailed in Table 1 (HU Aqr, HW Vir and V1828 Aquilae) feature orbital semi-major axes in the ratio 1:1.5 (corresponding to orbital periods in a ratio ~1:1.84, i.e. nominal best-fit orbits just tighter than the mutual 1:2 mean-motion resonance between the proposed companions). The striking similarity between the orbital architectures proposed for these companions is interesting, and may perhaps suggest that the same physical process is responsible for the observed eclipse timing variations – if, indeed, those variations are real rather than an artefact of underestimated observational uncertainties.

As further observations are obtained, the uncertainties on the fit to the orbit will decrease significantly, if the observed “wobble” is truly the result of massive companions. It is likely that such a decrease would be accompanied by some shift in the best fit values for the orbital rotation angles, which might we result in a “fine tuning” of the system towards a stable, resonant solution such as that hinted at by the narrow strip of stability shown in Fig. 2.

We note that the problem of dynamically unfeasible companions claimed on the basis of eclipse timings between close binaries is not purely limited to PCEBs. The stars SZ Dra and RZ Dra, both of which are Algol type binaries, have also recently had massive companions proposed to orbit them on the basis of the timing of their mutual eclipses. As is the case for the four unstable systems described in this work, the candidate companions are proposed on
The Stable Systems

The candidate planetary systems proposed around the PCEBs NN Serpentis ([42]) and UZ For ([43]) move on orbits that more closely resemble those of the planets in our own Solar system, and the bulk of known exoplanets. The orbits of the proposed companions have either low or moderate eccentricity and are relatively widely spaced, which in turn significantly reduces the likelihood of strong mutual perturbations on astronomically short timescales. The best-fit solutions proposed for these two candidate planetary systems are presented in Table 2.

In the case of NN Ser, the discovery work ([42]) proposed two potential architectures for the candidate planetary system, featuring companions trapped in mutual 2:1 and 5:2 mean-motion resonance. In our dynamical study of the system ([44]), we found that both these solutions would be dynamically stable for a wide range of plausible orbits for NN Ser (AB) d. However, we noted that the 5:2 resonant solution placed that planet on an orbit that was very close to a broad region of instability (see e.g. Fig. 4 in [44]). We therefore concluded that the 2:1 solution was the more likely of the two, when the stability of the orbits was considered in isolation. We present the best-fit orbits for that 2:1 solution, together with the dynamical stability map for the system, as the left-hand panels of Figure 3.

More recently, further observations of NN Ser have allowed the discoverers to significantly improve their orbital solution for the system ([45]), ruling out the 5:2 resonant solution. If the observed variations in the eclipses of NN Ser are the result of perturbations from massive companions, then it seems likely that those objects move on orbits that are trapped in mutual 2:1 mean-motion resonance, a conclusion consistent with our dynamical investigation.

The candidate planets orbiting UZ For move on orbits that are even more widely spaced than those in the NN Ser system, with orbital periods that place them just exterior to their mutual 3:1 mean-motion resonance. The closest analog to the two candidate planets in our own Solar system are the planets Saturn and Uranus, whose orbital periods differ by a factor of ~2.89 (compared to the ~3.05 difference between the periods of the UZ For companions). The orbital eccentricities of the candidate planets are almost identical to those of Saturn and Uranus – although their masses are significantly greater than the planets in our Solar system. Nevertheless, this comparison would instinctively suggest that the candidate planets should be dynamically stable on long timescales – an expectation that is borne out by the results of our simulations, as can be seen in the right hand panels of Figure 3. The great bulk of the tested solutions were dynamically stable, with the only broad region of instability lying beyond a semi-major axis of ~3.7 au for UZ For (AB) c. Orbits beyond this distance lie closer to that of UZ For (AB) b than the location of their mutual 2:1 mean-motion resonance, meaning that their instability is entirely to be expected (as was seen for the six systems discussed in the previous section).

Table 2: The best-fit orbital solutions for the two candidate PCEB companion systems that have been shown to be dynamically feasible.

<table>
<thead>
<tr>
<th>System</th>
<th>Companion</th>
<th>Minimum Mass ($M_J$)</th>
<th>Semi-Major Axis (au)</th>
<th>Eccentricity</th>
<th>References</th>
</tr>
</thead>
</table>

mutually crossing orbits, and prove dynamically unstable on astronomically short timescales. We direct the interested reader to [38] and [39] (SZ Dra) and [40] and [41] (RZ Dra) for more details on these systems.
### Table

<table>
<thead>
<tr>
<th>System</th>
<th>Mass 1 (M$_{J}$)</th>
<th>Mass 2 (M$_{J}$)</th>
<th>Eccentricity</th>
<th>Stability Map Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN Ser</td>
<td>6.91±0.54</td>
<td>2.28±0.38</td>
<td>0.0</td>
<td>[42][44][45][46]</td>
</tr>
<tr>
<td>UZ For</td>
<td>6.3</td>
<td>7.7</td>
<td></td>
<td>[43]</td>
</tr>
</tbody>
</table>

### Figure 3: The best-fit orbits (top) and dynamical stability maps (bottom) for the candidate planetary systems around NN Ser (left) and UZ For (right). For NN Ser, the stability map for the 2:1 resonant solution is shown. In both cases, the orbits are significantly more widely separated, and less eccentric, than those proposed for the other six candidate PCEB planetary systems. The best-fit solutions lie in broad regions of dynamical stability, in which the majority of solutions remained stable for the full duration of the 100 Myr simulations.

### Circumbinary Planets and Stellar Evolution

Given that the planetary systems proposed orbiting NN Ser and UZ For stand up to dynamical scrutiny, it is interesting to consider whether the proposed planets could have formed at the same time as the host stars, before surviving the post-main sequence evolution of those two stars before acquiring their current orbits. We are therefore now in the process of studying the formation and evolution of these two candidate systems to see whether planets formed therein could survive the evolution of the system away from the main sequence to its current compact and dynamic state. Our study of the NN Ser system was recently completed ([46]), whilst that for UZ For has just begun.
In the case of the NN Ser system, we began with the assumption that the candidate planets formed with the binary star, and attempted to reconstruct a variety of initial binaries that could have evolved to give rise to the current configuration of NN Ser. Whilst the primary was still on the main sequence, the separation of the binary itself would have been much wider than that observed today, whilst the candidate planets would have moved on significantly smaller orbits. We used the binary star evolution code BSE ([47]) to follow the evolution of a large number of potential progenitor binaries through the primary's main sequence, red giant and asymptotic giant branch phases. Our modelling took account of the binary orbital changes due to their mutual tides and the common envelope phase, in which the two stars move within an envelope of material that consists primarily of the disrupted outer atmosphere of the giant primary. These effects combine, resulting in the orbits of the binary components decaying to the compact configuration observed today. In this way we identified the range of progenitor main sequence binary systems whose evolution renders them compatible with the current binary system. For more detail on our binary reconstruction procedure, we direct the interested reader to section 2 of [46].

We then investigated the stability on the main sequence of the potential progenitor systems identified through the stellar evolution modelling described above, when the binary's orbit was much wider and the planets' much tighter. The scale of the planetary orbits whilst on the main sequence was determined under the assumption that those orbits would have expanded adiabatically during the period of mass loss from the central binary as the primary evolved off the main sequence, as codified by Equation 1 in [46]. We followed the orbits of the bodies in the progenitor binaries with the MERCURY N-body code ([23]) over the primary's main sequence lifetime. Almost all the progenitor systems compatible with the evolution of the binary were dynamically unstable on very short timescales, typically of a few hundred or thousand years. We therefore conclude that the candidate planets proposed to explain the variations in eclipse timing for NN Ser are not survivors from before the Common Envelope Phase. Either the objects formed from material that was not entirely ejected during the post-main sequence evolution of the system (which seems highly unlikely, see the discussion of [42], and references therein), or some other, non-planetary, explanation must be sought to explain the observed timing variations.

**Conclusion**

Over the last few years, six multiple-companion systems have been proposed orbiting highly evolved binary star systems known as post-common envelope binaries (PCEBs). Those systems were all proposed based on periodic variations in the observed timing of eclipses between the two components of the evolved binary systems. We have shown that, of the six systems proposed, only two stand up to dynamical scrutiny – the rest are found to be catastrophically unstable on timescales of just a few hundred, or a few thousand years.

For the four dynamically unfeasible systems, it is clear that the proposed companions do not provide a reasonable explanation for the observed variations in the timing of the observed eclipses.

---

7 The main sequence binaries corresponding to the current PCEB state of NN Ser featured binary semi-major axes between ~0.5 and 1.0 au, with the innermost planet residing at between ~1.04 and ~1.13 au. Such systems are inherently highly unstable, as a result of strong interactions between the planets and the secondary star. The observed instability is not unexpected – indeed, the instability can be predicted directly for all but the most compact main sequence binary configurations using the simple empirical expression given by equation 5 in [51].
eclipses. Interestingly, a recent study of the circumbinary companions proposed to orbit the Algol-type binary RZ Dra has revealed that the uncertainties on the eclipse timings used in the discovery analysis may well have been significantly under-estimated ([41]). Indeed, in that work, we show that merely increasing the uncertainties by just ±5 seconds from their stated values is enough to make all evidence for the proposed companions disappear. Given that there are a number of factors that could deleteriously affect the precision with which the timing of mid-eclipse can be determined, it is not unreasonable to suggest that the uncertainties of these measurements may sometimes be underestimated. Indeed, we note that [31] adopt an uncertainty of just ±3.4 seconds for their eclipse timing observations, despite the fact that their observed eclipses display a large amount of variability and noise. Although we have not yet had chance to perform a similar analysis for the other unstable systems, it therefore seems reasonable to assume that the observations used in the discovery works may be victim to similar problems, and that therefore, once further observations of those systems are carried out, the evidence for unseen companions may disappear.

In the case of the remaining two systems, NN Ser and UZ For, our dynamical simulations reveal that the candidate companions would move on orbits that are stable on long timescales. As a result, the existence of companions in those systems cannot be ruled out on the basis of their current dynamical evolution alone. As a result, we have begun a program of study investigating whether planets that formed with the host binary would be able to survive the binary’s post-main sequence evolution before being emplaced on the orbits proposed around the PCEB. In the case of NN Ser, our study suggests that it is highly implausible that planets could survive the transition from the main sequence to the PCEB state for architectures that would result in the proposed planetary system ([46]). However, recent observations ([48]) have added further data to the archive for NN Ser, an analysis of which strengthens the conclusion that the observed periodic variation in eclipse timings for that system is a real effect – and that therefore the unseen companion hypothesis remains strongly supported by the observational data. If the proposed planets do exist, then that system will prove a fascinating test-bed for models of exoplanet formation and evolution, and also for the fine details of post-main sequence evolution of close binary star systems.

Acknowledgements

This research has made use of the Exoplanet Orbit Database and the Exoplanet Data Explorer at http://exoplanets.org. The work was supported by iVEC through the use of advanced computing resources located at the Murdoch University, in Western Australia. TCH gratefully acknowledges financial support from the Korea Research Council for Fundamental Science and Technology (KRCF) through the Young Research Scientist Fellowship Program, and also the support of the Korea Astronomy and Space Science Institute (KASI) grant 2013-9-400-00. JPM is supported by Spanish grant AYA 2011/26202. AJM is supported by Spanish grant

---
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Summary: With improvements in exoplanet detection techniques, the number of multiple planet systems discovered is increasing, while the detection of potentially habitable Earth-mass planets remains complicated and thus requires new search strategies. Dynamical studies of known multiple planet systems are therefore a vital tool in the search for stable and habitable planet candidates.

Here, we present a dynamical study of the three-planet system HD 204313 to determine whether it could harbour an Earth-like planet within its habitable zone for a sufficient time to develop life. We found two semi-stable regions in the system, but neither prove stable for long enough for a terrestrial planet to develop life. Our investigations suggest that overlapping weak and high order resonances may be responsible for these semi-stable regions. This study established a framework for a larger project that will study the dynamical stability of the habitable zone of multiple planet systems, providing a list of interesting targets for future habitable low-mass planet searches.
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Introduction

Since the discovery of the first exoplanet, more than a thousand exoplanets have been confirmed, including 170 multiple planet systems[1]. With improvements in exoplanet detection techniques, new discoveries are expected and will continue to enhance our understanding of planetary systems and the planet formation process. However, the detection of habitable Earth-mass planets remains complicated, and only 12 super-Earth planets are currently known to orbit within the habitable zone of their host star [1], while 35 additional Kepler candidates[2] are still waiting to be confirmed.

The habitable zone (HZ) is defined as the region around a star where liquid water could be present on the surface of rocky planets [2]. The presence of liquid water on the surface depends

on a broad range of parameters, such as the stellar incident energy, spectral distribution, radiative properties of the planetary atmosphere (absorption, diffusion, emission, clouds) and the reflectivity of its surface (albedo) [2]. Earth is the only habitable planet of which we currently know, and it appears that life took $\sim 1$ Gyr to develop a significant atmospheric signature that would be detectable [3]. Using the Earth as a baseline, we will therefore work on the assumption that a planet would need to survive for at least 1 Gyr within a star’s habitable zone to detect any life there. This therefore requires additional constraints to be placed on the orbit of the planet for it to be deemed detectably habitable - not only must it currently orbit within the habitable zone, but it must also maintain an orbit which is simultaneously dynamically stable and confined within the HZ (i.e. a small eccentricity) for this entire duration.

Dynamical studies thus play a crucial role in the hunt for habitable exoplanets, and the evaluation of the long-term stability of the HZ of known multiple exoplanet systems can help focus future observations. There are a number of examples in the literature of multiple planet systems which turn out to be dynamically unstable on short timescales. For example, the two planet system orbiting the cataclysmic variable HU Aquarii announced by [4] was shown by [5] and [6] to be unstable on timescales of order $10^4$ years, strongly suggesting that the multiplanet system is not real or that the orbital parameters must be different from those reported in the literature. While numerical simulations have been commonly used and are necessary to understand the dynamics of multiple systems (e.g. [5], [7], [8]), analytical stability criteria tools can be used to provide a quick assessment of the stable regions of a multiplanet system (e.g [9], [10]).

We aim to establish a new framework to systematically investigate the stability of HZs of multiple planetary systems. Firstly, the HZ of such systems must be located using atmospheric model criteria, and then a numerical search for dynamically stable regions within the HZ can be conducted. This requires the integration of the orbits of massless test particles randomly distributed inside the HZ. Once stable regions (where test particles survive at least 1 Gyr) are identified, we can then explore their long-term stability by (i) investigating their resonance state, and (ii) producing maps of their stability as a function of orbital elements by varying the stable test particles initial conditions around the stable known initial parameters. Finally, to ensure stability of a potential Earth-mass planets in these stable and habitable zones, numerical simulations must be run by substituting the stable test particles with Earth-mass planets.

In this paper we present a study of the dynamical stability of test particles in the habitable zone of the star HD 204313. Using the N-body integrator SWIFT [11], we first isolate regions of stability within the habitable zone of HD 204313 using massless test particles. We then numerically investigate the long-term stability of test particles in the identified dynamically stable regions of the HZ and compare these locations with the stable regions derived using the analytical stability criteria of [9]. The paper is organized as follows: first, we describe the HD 204313 system, and the location of its habitable zone, in the following section. We then present the analytical and numerical methods used to investigate the stability of the system’s habitable zone. We then report our findings in section 3 before discussing the potential origin of two identified semi-stable zones in section 4.
The HD 204313 System and its Habitable Zone

HD 204313 is a metal-rich Sun-like star of spectral type G5 [12], with a mass of 1.02 $M_\odot$ and age of 7.2 Gyrs [13]. It has been the target of multiple radial velocity surveys and was observed by [14] with the 2.7 m Smith telescope over 8 years to obtain Radial Velocity measurements and a stellar spectrum. Using the MOOG local thermodynamic equilibrium line analysis and spectral analysis program [15], they determined the effective temperature, $T_{eff}$, and by matching the abundances of the Fe I and Fe II lines, they determined the metallicity of HD 204313, [Fe/H]. The star’s distance and absolute magnitude, $m_V$, were also derived by [14] and all their stellar properties are summarized in Table 1.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral typea</td>
<td>G5 V</td>
</tr>
<tr>
<td>Ageb</td>
<td>7.2 Gyrs</td>
</tr>
<tr>
<td>Massb</td>
<td>1.02 $M_\odot$</td>
</tr>
<tr>
<td>Distance</td>
<td>47.0 ± 0.3 pc</td>
</tr>
<tr>
<td>$T_{eff}$</td>
<td>5760 ± 100 K</td>
</tr>
<tr>
<td>$m_V$</td>
<td>4.63 ± 0.03</td>
</tr>
<tr>
<td>[Fe/H]</td>
<td>0.24 ± 0.06</td>
</tr>
</tbody>
</table>

a From [12]  
b From [13], maximum likelihood estimate.

This system is known to harbour at least three exoplanets: [16] presented the discovery of HD 204313 b, a super-Jupiter planet ($M_{\sin(i)} \sim 3.5$ $M_J$) with a period $P \sim 5$ years with the CORALIE Echelle spectrograph, while [17] revealed an interior ($P \sim 35$ days) Neptune-mass planet HD 204313 c with the HARPS spectrograph. [14] simultaneously fitted the data from the CORALIE Echelle spectrograph in conjunction with their observations from the Harlan J. Smith Telescope at McDonald Observatory. The residuals from their fully generalised Lomb-Scargle periodogram for a one-planet model (HD 204313 b) showed significant peaks, notably around $P \sim 2700$ days. By fitting an additional planet at this period, their fitting routine converged for an additional Jupiter-mass planet: HD 204313 d with mass $M_{\sin(i)} \sim 1.68$ $M_J$, and a period of 2831 days. They did not include the planet HD 204313 c in their study since its radial velocity amplitude as detected by [17] was below the sensitivity limit of their data, but that planet could be responsible for the remaining scatter in their two planet fit. We will be using the orbital parameters derived by [14] for the two planets, HD 204313 b and d, in our study – see Table 2. Their best-fit orbits reveal that HD 204313 b and d are trapped in a mutual 3:2 mean-motion resonance (MMR). By performing further dynamical analysis, the authors found that outside this MMR, there is no stable configuration for these two planets, and that fine tuning of orbital elements of the two planets was required in order for this system to survive. Moreover they confirmed that adding the inner planet, HD 204313 c, to their dynamical analysis does not affect the behaviour of HD 204313 b and d.

As discussed earlier, the location of the HZ around a given star depends both on the nature of the star itself (parameters such as its luminosity and temperature) and the atmosphere of the planet in question (absorption, diffusion, albedo, emission efficiency and cloud coverage) [2].
Thus the location of the HZ is expected to migrate outward as the star evolves on the main sequence and its effective temperature and luminosity increase. Therefore the time available for a planet to develop life in its HZ depends on (i) the width of this zone and (ii) the lifetime of a star on its main sequence (which depends of the stellar mass and metallicity) [18]. There are several ways to define the inner and outer boundary of the HZ (as discussed in [19], [20], [18] and [21]). We select the inner boundary as the maximum distance from the star at which a ‘runaway greenhouse effect’ would lead to the evaporation of all surface water, while for the outer boundary we chose the ‘maximum greenhouse effect’, which defines the distance at which a cloud-free CO$_2$ atmosphere could maintain a surface temperature of 273 K.

To calculate the distance of these boundaries from the star, we followed the work of [22], who express the effective flux received at the HZ boundaries, $S_{\text{eff}}$, as a quadratic function of the difference between the effective temperature of the star and that of the Sun, $T_{\text{eff}} - T_{\odot}$. The slope of this function is given by coefficients that depend on the boundary criteria of the HZ, with all coefficients for each boundary given in [22]. We selected the coefficients for a ‘runaway greenhouse effect’ as inner boundary and the coefficients for a ‘maximum greenhouse effect’ as an outer boundary. The ratio between the luminosity of the star and our Sun, $L/L_{\odot}$, is then deduced from its apparent visual magnitude, $m_V$, and from its distance to our Sun, $D$, in pc. Finally, the corresponding distance, $d_{\text{HZ}}$, of the limits of the HZ is given by:

$$d_{\text{HZ}} = \left( \frac{1}{S_{\text{eff}} L_{\odot}} \right)^{1/2}$$

Using the stellar parameters from Table 1, we find the HZ boundaries for HD 204313 at:

$$\begin{align*}
HZ_{\text{inner}} \text{ (runaway greenhouse)} &= 1.1 \text{ AU} \\
HZ_{\text{outer}} \text{ (maximum greenhouse)} &= 1.9 \text{ AU}
\end{align*}$$

**Numerical and Analytic methods**

We expand on the work of [14], who conducted a dynamical stability study of the HD 204313 system to constrain the orbital parameters of the two outer planets using the N-body dynamics package MERCURY [23]. Because of its negligible mass compared to the other two planets and its short period, HD 204313 c was found to have little impact on the system’s dynamics: its Hill radius, which defines its zone of gravitational influence, is $\sim 0.005$ AU which means that it is dynamically well separated from the two outer planets and the HZ, and therefore

**Table 2: Orbital parameters of HD 204313 planets from [14]**

<table>
<thead>
<tr>
<th>Elements</th>
<th>HD 204313$^a$ c</th>
<th>HD 204313 b</th>
<th>HD 204313 d</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M \sin(i)$ ($M_J$)</td>
<td>0.054 ± 0.005</td>
<td>3.55 ± 0.2</td>
<td>1.68 ± 0.3</td>
</tr>
<tr>
<td>$a$ (AU)</td>
<td>0.2103 ± 0.0035</td>
<td>3.04 ± 0.06</td>
<td>3.93 ± 0.14</td>
</tr>
<tr>
<td>$e$</td>
<td>0.17 ± 0.09</td>
<td>0.23 ± 0.04</td>
<td>0.28 ± 0.09</td>
</tr>
<tr>
<td>$P$ (days)</td>
<td>34.88 ± 0.03</td>
<td>1920 ± 25</td>
<td>2830 ± 150</td>
</tr>
<tr>
<td>$M$ ($\circ$)</td>
<td>300 ± 0.4</td>
<td>137 ± 2</td>
<td></td>
</tr>
<tr>
<td>$\omega$ ($\circ$)</td>
<td>298 ± 6</td>
<td>247 ± 16</td>
<td></td>
</tr>
</tbody>
</table>

From [17].
does not significantly perturb them. As a result, those authors did not include that planet in their long-term simulations. In their study, the orbital parameters of HD 204313 b were kept fixed, while those of HD 204313 d were varied: the eccentricity, $e$, semi-major axis, $a$, longitude of periastron, $\omega$, and mean anomaly, $M$, of HD 204313 d were systematically varied by $\pm 3\sigma$ around their best fit values, with simulations run for a maximum $10^8$ years. The orbits of the two giant planets are assumed to be coplanar. They derived two stability maps displaying the mean dynamical lifetime of the HD 204313 b and d planetary system as (i) a function of the initial semi-major axis and eccentricity of planet d, and (ii) as a function of the initial semimajor axis and longitude of periastron of planet d – see their Figure 5 [14].

We used the SWIFT integration software package to numerically integrate the orbits of HD 204313 b and HD 204313 d over a similar duration ($10^8$ years). We used the N-body symplectic RMVS integrator of SWIFT, a well-tested integrator first computed by [11] which conserves the Hamiltonian during the integration and integrates close encounters between planets and test particles. Their goal was to model the orbit of short-period comets under the gravitational influence of all the Solar system’s planets except Mercury. To ensure that SWIFT gives similar results to MERCURY, we repeated a subsample of the simulations of [14] with SWIFT, selecting 13 simulations along the edge of the stable zone in both $a$, $e$ and $a$, $\omega$ space – see Table 3. We found that 11/13 of the simulations were stable for $10^8$ years, with the two unstable models originating at the extreme edge of the stability zone of [14] (see their Figure 5). Given that MERCURY and SWIFT do not handle close encounters in exactly the same manner, it is not surprising to see some differences for critical cases. Whilst MERCURY treats a close encounter between a planet and test particle by switching from a sympletic integrator to a classic Bulirsch–Stoer integrator to ensure the precision set by the user is reached, SWIFT treats the close encounter using the same symplectic RMVS integrator but switching to the planet as the barycenter of the system instead of the star during the encounter.

Using these 11 stable models, we investigated the system’s suitability for harboring additional stable bodies by randomly distributing 2000 massless test particles in the HZ of HD 204313 and integrating for $10^8$ years. The test particles had initial eccentricities $e_{TP}$ ranging from 0.0 to 0.3, inclinations $i_{TP}$ of 0 degrees, and random values of longitude of periastron, $\omega_{TP}$, and mean anomaly, $M_{TP}$. The outcome of these simulations allowed us to identify stable regions within the HZ. We then inspected the long-term stability of these zones by determining the resonance state of the stable particles, and produced maps of the test particle lifetimes as a function of their initial orbital elements. To create these maps, we ran additional simulations with test particle orbital elements ($a_{TP}$, $e_{TP}$, $\omega_{TP}$, $M_{TP}$) distributed over a specific range of values: we examined 51 values of $a_{TP}$ in a radius of 0.6 AU around the stable zone; 51 values of $e_{TP}$ between 0.0–0.3 for each $a_{TP}$; 19 values of $\omega_{TP}$ between 0.0–360° for each $e_{TP}$ value and 19 values of $M_{TP}$ between 0.0–360° for each $\omega_{TP}$ value. Thus more than $10^6$ test particles with unique initial conditions were generated to derive a

---

**Table 3: Initial orbital parameters of HD 204313 d for the 13 simulations taken from [14]**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9*</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (AU)</td>
<td>3.90</td>
<td>3.93</td>
<td>3.93</td>
<td>3.98</td>
<td>3.98</td>
<td>3.98</td>
<td>3.98</td>
<td>3.98</td>
<td>4.01</td>
<td>4.01</td>
<td>4.01</td>
<td>4.01</td>
<td>4.07</td>
</tr>
<tr>
<td>$e$</td>
<td>0.41</td>
<td>0.12</td>
<td>0.3</td>
<td>0.05</td>
<td>0.05</td>
<td>0.12</td>
<td>0.12</td>
<td>0.30</td>
<td>0.05</td>
<td>0.05</td>
<td>0.24</td>
<td>0.24</td>
<td>0.21</td>
</tr>
<tr>
<td>$\omega$ (°)</td>
<td>292</td>
<td>256</td>
<td>283</td>
<td>238</td>
<td>247</td>
<td>247</td>
<td>256</td>
<td>292</td>
<td>238</td>
<td>247</td>
<td>283</td>
<td>292</td>
<td>274</td>
</tr>
<tr>
<td>$M$ (°)</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>137</td>
<td>131</td>
</tr>
</tbody>
</table>

* Models 9 and 13 were found to be unstable.
high resolution stability map as a function of orbital elements inside the HZ.

By following this method, the numerical simulations can provide a complete picture of the stability state of test particles in the HZ. However, to ensure no dependence on exact initial conditions, this method requires a large number of simulations (10^6 in our experiment). Analytical criteria are another way to quickly appraise the location of stable regions. By generalizing the resonance overlap criterion for the onset of stochastic behaviour in the planar circular restricted three-body problem from [24] to multiplanetary systems, [9] provide analytical expressions that can put constraints on the location of stable zones. Their criterion is based on the fact that if the orbits of planets in a multiplanetary system cross and are not protected by some resonant mechanism, this could lead to the planets in the system colliding with one another, or being ejected from the system as a result of their mutual interactions. More precisely, around each planet \( j \) exists a region of instability, \( \delta_j \), where a close encounter with another body will perturb the dynamics enough to lead to chaotic diffusion of the eccentricity and semi-major axis, resulting in either collision or escape. The width of this region depends on the mass, \( m \), eccentricity, \( e \), and semi-major axis, \( a \), of the planet, and on the mass of the encountering body. In our case, we will apply this criterion of the two planets HD 204313 b and HD 204313 d encountering an Earth-mass planet. Thus \( \delta_j \) is given by [9]:

\[
\delta_j = 1.57 \times a(j) \times \left( \frac{m(j)}{m_{\text{star}}} \right)^{2/7} + \left( \frac{m_{\text{earth}}}{m_{\text{star}}} \right)^{2/7}.
\]  

(2)

In the simple case of a planet \( j \) on a circular orbit, as long as no other bodies enter the region \( a_j \pm \delta_j \) around the planet, the bodies will be stable with respect to planet \( j \). For eccentric planets such as HD 204313 b and d, this region is extended to \( q_j - \delta_j \) and \( Q_j + \delta_j \), where \( q_j \) is the periastron and \( Q_j \) the apastron of planet. We use the expressions derived by [9] to assess the position of the interior and exterior limit of the unstable zone around HD 204313 b and d, and compare it to the stability zone of our test particles in the HZ from our numerical simulations.

Results & Discussion

In each of our simulations, all of the test particles were removed from the HZ on timescales far shorter than the maximum possible run time (10^8 years). As a result, the integrations were terminated when the final test particle was removed - and so no simulation actually completed its full 100 million year run time. Figure 1 shows the time evolution of the semi-major axis, \( a \), for the test particles and the two planets for the longest lasting model in which the final test particle was ejected after a period of \( \sim 9 \times 10^6 \) years (model 4 in Table 3). In all other models, the time at which the final test particle was removed was always significantly shorter. Figure 2 zooms into the HZ region of model 4, in which it is apparent that all test particles in the HZ are rapidly removed by the gravitational influence of the two outer giant planets, aside from two areas located around \( a \sim 1.5 \) AU and \( a \sim 1.4 \) AU. We observed the same stable regions in each of our 11 simulations, and those regions were always located at the same distance from the central star. We therefore carried out a more detailed investigation in order to determine why test particles in these two regions displayed semi-stable behaviour across our entire suite of simulations.

One potential explanation for the behaviour is resonance trapping (e.g. [25]), and so we examined the potential mean motion resonances (MMR) located between 1.4 and 1.6 AU
Fig. 1: Evolution of the semi-major axis, $a$, for the test particles and planets in model 4. The dotted lines represent the location of the habitable zone.

Fig. 2: Zoom of the HZ region of model 4, following the evolution of the semi-major axis, $a$, for the test particles. The dashed lines represent the location of the habitable zone.

resulting from the two giant planets, HD 204313 b and d. Particles orbiting around $a \sim 1.5$ AU have a period $P_{TP_{1.5}} \sim 667$ days, while particles orbiting around $a \sim 1.4$ AU have a period $P_{TP_{1.4}} \sim 601$ days. Thus the ratio between the orbital periods of the particles trapped at 1.5 AU and HD 204313 d is $P_d / P_{TP_{1.5}} = 4.2$, suggesting that test particles may possibly be trapped in a 1:4 MMR with HD 204313 d. Similarly, the ratio between the orbital periods of the particles trapped at 1.4 AU and HD 204313 b is $P_b / P_{TP_{1.4}} = 3.2$, suggesting that test particles may possibly be trapped in a 1:3 MMR with HD 204313 b. To test this scenario, we plotted the evolution of the resonant argument, $\phi$, for those MMRs:

$$\phi_d = \lambda_{TP} - 4\lambda_d + 3\omega_{TP}$$  \hspace{5cm} (3)

$$\phi_b = \lambda_{TP} - 3\lambda_b + 2\omega_{TP}$$  \hspace{5cm} (4)

We note that exact commensurability in the ratio of the periods is not required for the resonant angle to librate. Resonance can occur on a small distance from exact commensurability in dimensionless units of period ratio, which is called 'resonance width' [26].
where $\lambda$ is the mean longitude and $\omega$ the argument of the periastron. However we found that these resonant arguments did not exhibit libration or any periodic behaviour for any of the test particles tested – as can be seen in Figures 3 and 4.

Since the locations of the semi-stability regions do not match any strong MMRs with HD 204313 b or HD 204313 d, we examined whether the test particles might be trapped in regions where a number of overlapping weak and/or high order MMRs could be combining to create a region of "sticky chaos", acting to stabilise the test particles motion [25]. We calculated all possible resonances with HD 204313 b or HD 204313 d up to order 51 and plotted their individual resonant arguments with respect to both planets. However, we were unable to identify any clear resonant behaviour. We therefore conclude that no single weak/high order resonance is responsible for these semi-stable regions, although we note that test particles may be captured and stabilised as a result of the overlap between a number of these high-order resonances. In such a scenario, test particles would chaotically hop from one resonance to another, without spending any significant period of time trapped in any specific resonance. Such behaviour has been invoked in the past to explain regions of stability for
Fig. 5: The mean dynamical lifetime of the test particles as a function of (a) the initial semimajor axis, $a$, and eccentricity, $e$, around 1.4 AU, and around (b) 1.5 AU. The lifetime in years is plotted with a logarithmic color scale.

In order to better define the two semi-stable regions, we produced high resolution maps of the mean dynamical test particle lifetime as a function of their initial orbital elements by running additional simulations with $10^6$ test particles distributed around 1.4 AU and 1.5 AU. Figure 5 shows the mean dynamical lifetime of the test particles as a function of the initial semi-major axis, and eccentricity. Whilst stable zones are observed for orbits spanning the entire range of orbital eccentricities tested (between 0 and 0.3), the stability of the test particles is clearly most strongly influenced by the semi-major axis of the test particles orbit. We thus conclude that fine tuning of initial semi-major axis is required to obtain stable orbits within the HZ. However, while all simulations were run for $10^8$ years, as can be seen in Figure 5, the simulations were stable for no longer than $10^6$ years.

We now compare the location of the two semi-stable regions inside the HZ with the stability map analytically derived using the criterion of [9] – see Figure 6. The first remark is that planets b and d are mutually located inside their unstable regions and our work therefore supports the conclusions of [14] that the 3:2 MMR is responsible for maintaining these two planets in a stable configuration. Whilst the inner limit of the unstable zone of HD 204313 d (i.e. to the left of the innermost green curve in Figure 6) is located between 1.8 AU for highly eccentric particles and 2.8 AU for particles with $e \sim 0.3$, the inner limit of the unstable zone of HD 204313 b (i.e. to the left of the innermost red curve in Figure 6) is between 1.4 AU for highly eccentric particles and 1.8 AU for particles with $e \sim 0.25$. This map therefore explains why no stable orbits are found exterior to 1.5 AU within the HZ - beyond this semi-major axis, the proximity between additional bodies and the known planets would result in the disruption of the system.
Conclusions

We propose a new method to investigate the stability of potential terrestrial planets in the habitable zone of multiplanetary systems. This method combines numerical integrations and an analytical criterion to assess the suitability of the HZ to host additional long-term stable objects. Using atmospheric model criterion, we first defined the location of the HZ before testing its appropriateness to host massless test particles by numerically integrating their orbits on a timescale required for the establishment of life. We examined the resulting stable regions in terms of the presence of any resonance mechanisms, and produced high resolution maps of the test particles lifetime as a function of their initial orbital elements inside the identified stable regions. As a final step, we compared the location of the numerical stable zones with the region allowed by an analytical criteria which checks for orbit crossings. This approach provides a more complete picture of the dynamics of the HZ. We applied this method to the system HD 204313, which is mainly composed of a Sun-like star and two giant planets, HD 204313 b and d, orbiting respectively at 3.04 and 3.95 AU (we ignored HD 204313 c). We report the following results and conclusions:

- Using the ‘Runaway greenhouse effect’ and ‘Maximum greenhouse effect’, we defined the HZ of HD 204313 b and d as the region between 1.1–1.9 AU.
- By distributing massless test particles throughout the HZ of the HD 204313 system and testing their stability with numerical simulations, we found two semi-stable regions near 1.4 and 1.5 AU.
- Although no single mean motion resonance up to an order 51 was identified as controlling the evolution of the test particles in those regions, our investigations do not exclude that particles could be trapped due to overlapping weak and high-order resonances with the two outer planets of the system.
- Using the analytical criterion from [9], we confirm that the 3:2 MMR between HD 204313 b and d is required to maintain this system in a stable configuration. Moreover, if not protected by any resonance mechanism, no additional planets can be located in the HZ with $a > 1.5$ AU at the risk of destabilizing the orbits of the two outer giant planets.
- However, it must be noted that these two semi-stable regions remain stable for only
a short period of $\sim 9 \times 10^6$ years, which is less than the timescale required for the emergence of life ($\sim 10^9$ years). Thus those two semi-stable regions are not suitable for a terrestrial planet to develop life.

While we did not find a zone of potential long-term stability and habitability for planets in the HZ of the HD 204313 system, this study established a framework for a larger project that will study many different systems using a similar method. One could follow this approach for all known multiple systems with well constrained orbital elements. Generally one expects low eccentricity systems would have a higher chance of hosting stable Earth-like planet in their habitable zone. If we find multiple systems which can host stable Earth-mass planets in their HZ, these systems could be targeted to search for low-mass planets in future surveys.
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Summary: The discovery of giant planets orbiting close to their host stars was one of the most unexpected results of early exoplanetary science. Astronomers have since found that a significant fraction of these ‘Hot Jupiters’ move on orbits substantially misaligned with the rotation axis of their host star. We recently reported the measurement of the spin-orbit misalignment for WASP-79b by using data from the 3.9 m Anglo-Australian Telescope. Contemporary models of planetary formation produce planets on nearly coplanar orbits with respect to their host star’s equator. We discuss the mechanisms which could drive planets into spin-orbit misalignment. The most commonly proposed being the Kozai mechanism, which requires the presence of a distant, massive companion to the star-planet system. We therefore describe a volume-limited direct-imaging survey of Hot Jupiter systems with measured spin-orbit angles, to search for the presence of stellar companions and test the Kozai hypothesis.

Keywords: planets and satellites: dynamical evolution and stability stars: individual (WASP-79) techniques: radial velocities and direct imaging

Introduction

Exoplanetary science is possibly the most exciting and rapidly developing branch of modern astronomy. Just over 1000 planets¹ have been discovered to date, mainly through radial velocity and transit searches. A detailed discussion of the various methods used to detect exoplanets is beyond the scope of this paper, but for more information, we direct the interested reader to [1]. In addition to finding new planets, a detailed analysis of their structure, composition, and other bulk properties is needed to understand the processes involved in their formation and migration. It is possible to probe these processes by measuring the sky-projected spin-orbit alignment (or obliquity) of exoplanetary systems. This is the angle between the planetary orbital plane and the spin vector of the host star. This is done through spectroscopic measurements of the Rossiter-McLaughlin effect (first measured for eclipsing binaries ([2],[3]) and since extended to exoplanets [4] including the recently measured planet WASP-79b [5]). The observed effect is caused by the modification of the stellar spectrum as a transiting planet occults a small region of the stellar disk of its host star, causing a radial velocity anomaly, due to asymmetric distortions in the rotationally broadened stellar line profiles [6].

¹http://exoplanet.eu, as of 2014 January 15. There is some debate on the fraction of planets that truly exist. The other main online exoplanet database, http://exoplanets.org/, list the total confirmed planets at just 763 as of 2014 January 15.
The radial velocity anomaly is sketched in Figure 1. For prograde orbits, a planet will first transit across the portion of its host star’s disk that is rotating towards the observer (i.e. blue-shifted), blocking light from that hemisphere. This results in the observer receiving a greater fraction of the total flux of the star from the hemisphere that is rotating away (red-shifted) from the observer than that rotating towards the observer. The blue-shifted portion of the rotationally broadened stellar lines will appear to have less absorption, resulting in the line profile centroids being red-shifted and a positive radial velocity anomaly. A negative velocity anomaly will occur during the second half of the transit as the planet moves across the hemisphere rotating away from the observer. For retrograde orbits, a planet will transit across the red-shifted hemisphere first, resulting in the inverse velocity anomaly. By measuring the shape and magnitude of the Rossiter-McLaughlin effect, it is possible to determine the inclination of a planet’s orbit relative to the spin axis of its host star.

Giant planets are thought to form within the proto-planetary disk that surrounds a protostar through the core-accretion process [7]. This model predicts that Jovian planets should form several AU$^2$ away from the protostar where the proto-planetary disk is sufficiently cool for icy volatiles to exist and to slowly accrete into planetesimals. The planetesimals continue to accrete material, growing until they reach a critical mass of $\sim 5 - 10 \, M_\oplus$, at which point they rapidly accrete gas from the surrounding disk. This leads to the formation of a large gaseous envelope of hydrogen and helium. Accretion halts and planet formation comes to an end once the gas in the local disk is exhausted or blown away by the protostar as it reaches the main sequence phase ([7],[8]).

There are two complicating factors to this simple model of planet formation. First, gas giant planets are found well inside 1 AU where they cannot have formed in situ, implying that they must have migrated in from their birthplaces (i.e. disk migration [9]). Secondly, many Hot Jupiters at small orbital radii are observed to be in spin-orbit misalignment [10]. This is unexpected as the proto-planetary disk from which planets form should be well aligned with the plane of the protostar’s equator (e.g., [6]; [11]), suggesting that either the migration process, or post-migration evolution of the planet’s orbit, has driven planets into spin-orbit misalignment. Several mechanisms have been proposed to produce these anomalies, such as Kozai resonances [12], secular chaos [13], and planet-planet scattering [14].

To date, of the 74 planetary systems$^3$ with measured obliquities, 33 show substantial misalignments ($> 22.5^\circ$), 10 of which are in nearly polar orbits, and 7 are in retrograde orbits. With such a large fraction of planets in spin-orbit misalignment, there is a clear need to understand the physical mechanisms that are producing these systems.

**Spin-Orbit Misalignment of WASP-79b**

WASP-79b is a bloated Hot Jupiter that was recently discovered through the Wide Angle Search for Planets (WASP) [15]. We determined the spin-orbit misalignment of WASP-79b through spectroscopic measurements of the Rossiter-McLaughlin effect, using high-precision radial velocity observations taken during the transit on the night of 2012 December 23, using

---

$^2$An astronomical unit, or AU, is a standard unit for measuring distances in astronomy. 1 AU is slightly less than 150 million kilometers, and is approximately the mean distance between the Earth and the Sun.

$^3$This study has made use of René Heller’s Holt-Rossiter-McLaughlin Encyclopaedia which was last updated on 2013 November; http://www.physics.mcmaster.ca/~rheller/index.html
The CYCLOPS\textsuperscript{4} optical-fiber bundle system feeding the UCLES echelle spectrograph on the Anglo-Australian Telescope at Siding Spring Observatory. Raw spectra were reduced using custom routines developed by the authors and were wavelength calibrated from a thorium-argon observation taken at the beginning of the night and from thorium-xenon spectra taken using the simultaneous calibration fiber during each object exposure \cite{5}. We used the IRAF\textsuperscript{5} task, \texttt{fxcor}, to compute radial velocities by cross-correlation with a spectrum of a bright template star (HD86264) of similar spectral type. Details on the reduction and data analysis of WASP-79 can be found in \cite{5}.

We developed the Exoplanetary Orbital Simulation and Analysis Model (ExOSAM) to fit our radial velocities of WASP-79b with a model of the Rossiter-McLaughlin effect using the Hirano et al. analytical approach \cite{16}. The best-fitting values for the projected spin-orbit angle, $\lambda$, and the projected stellar rotational velocity, $v \sin i_*$\textsuperscript{6}, along with the uncertainties in these parameters were derived using a grid search and minimizing $\chi^2$ between the observed radial velocities and modeled radial velocities \cite{5}.

Two solutions for the stellar parameters of WASP-79 have been derived from photometric

\begin{thebibliography}{99}
\bibitem{4}http://www.phys.unsw.edu.au/~cgt/CYCLOPS/CYCLOPS\_2.html
\bibitem{5}IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
\bibitem{6}v is the absolute rotational velocity of the star and $i_*$ is the inclination of the star’s rotational axis to the observer’s line of sight.
\end{thebibliography}
Table 1: The relevant system parameters of WASP-79 as a main sequence and evolved star. The full listing of system parameters for WASP-79 can be found in [5]. Here, ms denotes the model that assumes WASP-79 to be a main sequence star, while non-ms denotes the model that assumes it is instead an evolved star.

<table>
<thead>
<tr>
<th>Parameter as given by Smalley et al. (2012)</th>
<th>Value (ms)</th>
<th>Value (non-ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mid-transit epoch (2400000-HJD), T₀</td>
<td>56285.03589 ± 0.00200</td>
<td>56285.03739 ± 0.00300</td>
</tr>
<tr>
<td>Orbital period, P</td>
<td>3.6623817 ± 0.0000050 d</td>
<td>3.6623866 ± 0.0000085 d</td>
</tr>
<tr>
<td>Semi-major axis, a</td>
<td>0.0539 ± 0.0009 AU</td>
<td>0.0535 ± 0.0008 AU</td>
</tr>
<tr>
<td>Orbital inclination, i</td>
<td>85.4 ± 0.6°</td>
<td>83.3 ± 0.5°</td>
</tr>
<tr>
<td>Impact parameter, b</td>
<td>0.570 ± 0.052</td>
<td>0.706 ± 0.031</td>
</tr>
<tr>
<td>Transit depth, (R_P/R_*)²</td>
<td>0.01148 ± 0.00051</td>
<td>0.01268 ± 0.00063</td>
</tr>
<tr>
<td>Orbital eccentricity, e</td>
<td>0.0 (assumed)</td>
<td>0.0 (assumed)</td>
</tr>
<tr>
<td>Stellar mass, M_★</td>
<td>1.56 ± 0.09 M⊙</td>
<td>1.52 ± 0.07 M⊙</td>
</tr>
<tr>
<td>Stellar radius, R_★</td>
<td>1.64 ± 0.08 R⊙</td>
<td>1.91 ± 0.09 R⊙</td>
</tr>
<tr>
<td>Planet mass, M_P</td>
<td>0.90 ± 0.09 M_J</td>
<td>0.90 ± 0.08 M_J</td>
</tr>
<tr>
<td>Planet radius, R_P</td>
<td>1.70 ± 0.11 R_J</td>
<td>2.09 ± 0.14 R_J</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters determined from model fit using our velocities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Projected obliquity angle, λ</td>
</tr>
<tr>
<td>Projected stellar rotation velocity, v sin i_★</td>
</tr>
</tbody>
</table>

Data [15] – one with WASP-79 on the main sequence (R_★ = 1.64 ± 0.08 R⊙) and one with it evolved just off the main sequence (R_★ = 1.91 ± 0.09 R⊙). This results in two sets of solutions for the various other system parameters including λ and v sin i_★ which are given in Table 1. Our results for the projected spin-orbit alignment and stellar rotation velocity, using the main sequence parameters, are λ = −106°±19° and v sin i_★ = 17.5±3.1 kms⁻¹. For the non-main sequence case, λ = −84°±24° and v sin i_★ = 16.0±3.7 kms⁻¹. In both cases, WASP-79b is in a significantly misaligned orbit.

The main sequence solution appears to be the most likely one [15], as the main sequence lifetime of a star is significantly longer than its post-main sequence lifetime [17]. Since photometric data neither prefers the main sequence or the evolved solution for WASP-79, and given that a star is far more likely to be observed on the main sequence, we focus on the main sequence solution. Figure 2 shows the velocity anomaly for the main sequence solution with the observed velocities over-plotted on the left. A positive hump-shaped anomaly due to the Rossiter-McLaughlin effect is clearly apparent in our velocities. This implies that the planet must be in a nearly polar orbit and transits across only the blue-shifted hemisphere (or the side rotating toward us) as depicted in the illustration on the right side of figure 2.

**Observed Trends of Systems in Spin-Orbit Misalignment**

One early trend observed for planetary systems with measured obliquities is that planets in spin-orbit misalignment tend to orbit hot stars with T_eff ≥ 6250 K while planets in spin-orbit alignment tend to orbit cooler stars with T_eff < 6250 K [18]. The correlation between spin-orbit misalignments and stellar effective temperature may be related to the thickness of the stellar convective zone, since it has been proposed that the convective zone could act to dampen orbital obliquities over time through enhancing planet-star tidal interactions [18]. Hot stars have a thin convective layer and are expected to have very long obliquity dampening timescales, typically orders of magnitude longer than the main sequence lifetime of the star.
On the other hand, stars cooler than 6250 K have much shorter obliquity dampening timescales that are fractions of the main sequence lifetime.

This interpretation of the dichotomy observed for aligned and misaligned systems has been supported by a new study [10], which measured the spin-orbit alignments for 14 new systems and computed the obliquity dampening timescales for these systems and for 39 previously published systems. A positive correlation was found between obliquity and stellar temperature as well as a positive correlation between obliquity and the timescales for dampening obliquity. The reasoning for this observed correlation is similar to that of an earlier study [18].

Recent studies of multi-planet transiting systems have revealed low stellar obliquities for five systems [19] and a high obliquity in one system [20]. The study on low stellar obliquity systems that were known at the time of [19] publication (shortly before the high obliquity system was announced [20]) suggested that the migration mechanism(s) responsible for producing Hot Jupiters is fundamentally different from the mechanism(s) producing compact close-in multi-planet systems [19]. The [19] study proposes that multi-planet systems likely migrated due to disk-planet interactions while Hot Jupiters experienced dynamical perturbations during migration from Kozai resonances or planet-planet scattering.

This view has been challenged by the discovery of a significant spin-orbit misalignment (true obliquity angle $\psi > 37^\circ$) for the Kepler-56 multi-planet system [20]. This result illustrates that spin-orbit misalignments are not restricted to Hot Jupiter systems. The presence
Fig. 3: Projected orbital obliquity as a function of stellar effective temperature [10]. The filled red circles with red error bars are for stars that have temperatures higher than 6250 K. The blue unfilled circles with blue error bars show stars with effective temperatures lower than 6250 K. The circles that are half red and blue show stars that have measured effective temperatures consistent with 6250 K from the 1σ interval. Systems which harbor planets with masses \(<0.2M_\text{J}\) or orbital periods longer than 7 days are shown by a black circle with a black dot in the middle and black error bars. WASP-79b has been included in this figure.

of an additional massive body (planet, brown-dwarf, or low mass star) in a wide orbit has been detected from radial velocity measurements which reveal a long term systematic trend [20]. The high stellar obliquity and the presence of a third companion is interpreted as evidence for a scenario in which torques from the outer massive companion drive the inner planets into co-planer orbits that are misaligned with the spin-axis of the host star [20]. It is unlikely that the high obliquity of Kepler-56 is due to the Kozai resonances or planet-planet scattering. Whether a similar scenario to the one proposed for Kepler-56 is responsible for spin-orbit misalignments seen in Hot Jupiters is yet to be determined. Therefore, measuring the obliquities of multi-planet systems is key to determining if such misalignments are common or rare, and whether the mechanism(s) driving misalignments are similar to or different from Hot Jupiters.

We calculated the tidal dissipation timescale for WASP-79b [5] to test its consistency with the overall trends that have been observed for other systems. Using either of the two methods presented in [10], we found that the tidal dissipation timescale for WASP-79b is between \(\tau_{mcz} = 1.6 \times 10^{11}\) yr to \(\tau_{RA} = 3.3 \times 10^{15}\) yr, which is longer than that calculated for 80% of the systems examined in [19]. WASP-79 has an effective temperature of \(T_{eff} = 6600 \pm 100\)K, which is above the \(T_{eff} > 6250\)K threshold claimed for planetary systems displaying high orbital obliquities and consistent with the very long tidal dissipation timescale we have calculated for this system. Figures 4 and 5 show the projected orbital obliquity of WASP-79b and those planets presented in [10] as a function of the effective stellar temperature and the relative tidal-dissipation timescale, respectively.
Mechanisms Driving Spin-Orbit Misalignments

Several mechanisms have been proposed to explain the spin-orbit misalignments observed in many Hot Jupiter systems. These include disk only migration, dynamical mechanisms such as planet-planet scattering, secular chaos, Kozai resonances, or some combination of these during or post-disk migration [21]. Additional scenarios for producing misalignments include stellar internal gravity wave modulation and primordial circumstellar disk misalignments.

Disk migration was one of the earliest and most widely accepted mechanisms invoked to explain the origin of Hot Jupiters [22]. It is understood that gas giant planets form several AU from their host star. However, interactions with the circumstellar disk during and after their formation can induce type 1 and type 2 inward migration [23]. In type 1 migration, planets produce spiral density waves in the circumstellar disk, which results in non-zero tidal torques that drive them inward [23]. Planets more massive than about \(10 \, M_\oplus\) will quickly clear a gap in the circumstellar disk as they migrate, leading to a transition from type 1 to type 2 migration. Type 2 migration involves the exchange of angular momentum between the planet and the disk as material from the disk enters the gap [23]. If Hot Jupiters are exclusively the result of type 1 and type 2 disk migration, one would expect that their orbits to be well aligned with the stellar spin axis of their host star [9]. This, however, is simply not the case as nearly 45% of Hot Jupiters show significant spin-orbit misalignments.\(^7\)

The standard disk migration model may also play a role in the production of misaligned Hot Jupiters, if the spin-orbit misalignments are the result of the internal gravity wave mechanism altering the orientation of the spin-axis of the host star ([24]; [25]). This model predicts that internal gravity waves are generated at the boundary between the convective core and radiative envelope in relatively hot and massive stars. These waves transport angular momentum

\(^7\)This study has made use of René Heller’s Holt-Rossiter-McLaughlin Encyclopaedia which was last updated on 2013 November; http://www.physics.mcmaster.ca/~rheller/index.html
outwards towards the surface of the star, causing the surface to rotate at a different speed, and even in a different direction than the interior. Furthermore, the waves themselves can vary over time causing changes in the rotation speed and direction of the stellar surface. While this model does seem to produce systems in spin-orbit misalignment, it has not been determined whether the distribution of obliquities it produces matches the observed population of Hot Jupiters. Other critical tests of this hypothesis include the measurement of time variations in spin-orbit alignments which the internal gravity wave model predicts will occur on timescales of as little as 9 to 1000 rotational periods ([24]; [25]). In addition, measuring the obliquities of multi-planet systems around hot stars with the same misalignments would provide strong evidence for the internal gravity wave model and disfavor dynamical mechanisms. This is because the observed misalignments would be created through changes in the star’s spin-axis and would result in all of the planets in a multi-planetary system having nearly co-planar orbits. Misalignments produced through dynamical mechanisms would result in planets on various orbital planes and with different observed obliquities.

An additional scenario in which disk migration will play a key role in producing misaligned Hot Jupiters is through the primordial misalignments of proto-planetary disks [26]. It has been shown that short period misaligned planetary orbits can be the natural product of disk migration in binary systems if the disk is misaligned. If the orbit of a distant stellar companion is inclined by at least 45° to the plane of the disk, then gravitational torques from the companion will drive the disk into misalignment with the spin-axes of its host stars [26]. Planets forming from such a disk will have misaligned orbits. Finding stellar companions around misaligned systems and determining the distribution of obliquities produced by this model will test the validity of this mechanism.

A non-disk migration mechanism proposed for driving spin-orbit misalignments is planet-planet scattering. If there were two or more planets in a multiple planet system in initially unstable orbits, strong gravitational perturbations between them during close encounters can lead to the ejection of one or more planets and the inward migration of the surviving planets. The planets that migrate inwards will have their orbital eccentricity and obliquity increased until tidally circularized if the periastron distance reaches to within a few stellar radii [14]. This mechanism is a leading candidate for explaining the occurrence of giant planets in highly eccentric orbits and has had some success in reproducing the incidence and distribution of these planets as well as the architecture of the Solar System [27]. Solar System dynamics studies using the NICE model have revealed that Jupiter, Saturn, Uranus, and Neptune have experienced planet-planet scattering episodes in the early history of the Solar System approximately 60 My to 1.1 Gy [28]. The NICE model has been able to explain the distribution of the Kuiper belt objects and the outward migration of Uranus and Neptune through planet-planet scattering. It is widely believed that the giant planets of the early Solar System formed on circular and coplanar orbits that were packed significantly closer together (5.5 – 14 AU compared to 19 AU and 30 AU for present day locations of Uranus and Neptune respectively [28]). The initially stable orbits of the Solar System giant planets became destabilized when Jupiter and Saturn crossed their mutual 1:2 mean-motion resonance. This increased their eccentricity slightly allowing the eccentricities of Uranus and Neptune to increase to the point where they had close encounters with each other and migrated outward to their present day locations [28]. The NICE model thus highlights the importance of planet-planet interactions in shaping the Solar System into the architecture we see today and is likely involved in the diversity of observed exoplanetary orbits. Planet-planet scattering does have some shortcomings. The primary shortcoming of this mechanism is that the scattering process tends to be quite violent and sudden, which impedes the ability of slow processes such as
tides to halt the inward migration of planets into their host star [21].

Secular chaos is another non-disk migration mechanism where planetary orbits evolve over long timescales (significantly longer than the orbital periods of the planets) due to small gravitational interactions that occur in systems that have three or more well-spaced planets that (generally) are not in strong mean-motion-resonances [29] (though secular effects can occur for some objects trapped in mean-motion resonances [30]). The inner most planet in such a system will lose angular momentum (but not orbital energy) to an outer planet that will drive its pericenter towards the star as its eccentricity increases while at the same time increase its orbital obliquity [13]. Tidal circularization will then dampen the eccentricity, creating a Hot Jupiter. One success of this model is that it correctly predicts the 3-day orbital period pile-up observed for Hot Jupiters ([13]; [29]). Despite the model’s success in this prediction, it hardly produces planets with obliquities \(>90^\circ\) and no planets in retrograde orbits [29], counter to the observed population of Hot Jupiter obliquities.

Kozai resonance is the most commonly adopted mechanism to explain planetary systems in spin-orbit misalignment. This mechanism involves the gravitational interaction between a planet and an outer stellar companion that has an orbit that is highly inclined relative to the orbital plane of the planet and is orbiting at large separations (up to several hundred AU though small separations are also possible [31]) from the central star. The gravitational interactions between the two objects induce Kozai oscillations which increases the inclination and decreases the eccentricity for one object while the other object’s eccentricity increases and its inclination decreases. Eccentricity and inclination are therefore anti-correlated during Kozai cycles and are described by the Kozai integral [31] \(I_K\)

\[
I_K = \sqrt{1 - e^2 \cos i}
\]

which remains constant through this process. If the eccentricity of the planet increases to the point were its periastron distance is only a few stellar radii from its host star, it will raise tides on its host star's surface. This will cause the semi-major axis to shrink and orbit to circularize through tidal dissipation during periastron passages [32].

It has been found that \(\sim 30\%\) of the observed Hot Jupiter population and up to \(100\%\) of the misaligned systems could be produced through this mechanism from modeling the dynamical effect of Kozai resonances on Jupiter-like planets from distant stellar companions [33]. It is also one of only two migration mechanisms (the other being secular chaos) which can naturally explain the 3-day orbital period pile-up observed for Hot Jupiters [13]. If indeed the Kozai mechanism were responsible for the spin-orbit misaligned systems, one would expect to find stellar or massive substellar companions to most if not all of them. Additionally, it has been found that the formation of Hot Jupiters through the Kozai mechanism is significantly suppressed for close binaries compare to the efficiency for more distant stellar companions (> 500 AU) [33]. This conclusion is also in agreement with the observational evidence which suggests that Hot Jupiter systems in close binaries (< 100 AU) are less common [34]. Therefore, searching for distant stellar companions, as described in the next section, will provide an important test of this mechanism.

**A Test for the Kozai Mechanism: Searching for Stellar Companions**

Direct imaging surveys of systems with measured spin-orbit alignments can provide a critical test of the hypothesis that misalignments are driven by the Kozai mechanism. With
current technology, it is feasible to survey a substantial sample of nearby stars \((d \leq 250\text{ pc})\) for the presence of stellar and substellar companions at separations as small as \(\sim 100\text{ AU}\). If companions are found preferentially in systems with misaligned Hot Jupiters (as opposed to systems with aligned Hot Jupiters), then the Kozai hypothesis will have substantial support as the dominant driver of these misalignments.

Companions can be sought using two obvious techniques. One way is through their radial velocity impacts on the host star, similar to radial velocity searches for exoplanets. A caveat of this method is that the timescales required to detect companions orbiting beyond 5 AU is greater than 10 yr. This is not very feasible for finding long period companions in a reasonable time frame. Alternatively, the method we are proposing is to search for companions through direct imaging surveys. With the exception of the closest stars, companions at separations of less than \(\sim 100\text{ AU}\) will be difficult to detect due to the achievable contrast being insufficient for detecting faint companions. Despite this limitation, it is thought that stellar companions are not likely to reside in orbits less than 100 – 500 AU in systems with giant planets ([33]; [34]) as stellar companions can significantly retard planetesimal accretion ([35]; [36]). However, other studies have shown that perturbations from moderately close-in massive companions are usually not strong enough to fully halt accretion ([37]; [38]). Therefore giant planets are expected to be less frequent (but not completely absent) around binaries with separations of less than 100 AU [36]. If systems with Hot Jupiters do host stellar or substellar mass companions, they should lie far enough away from the host star to be detectable. In this way, a survey such as the one we are pursuing will determine whether stellar companions are the cause of the observed spin-orbit misalignment of Hot Jupiter systems and in turn the validity of the Kozai mechanism.

The contrasts required to detect companions with masses as low as mid M-dwarf and with separations as small as 0.5\(^\prime\) around solar type stars (i.e. G stars) is \(> 10^2\) in the K\(\lambda\)-band (\(\sim 2000 - 2400\text{ nm}\)). Even higher contrasts \((> 10^3)\) will be necessary to detect fainter companions (such as late M-dwarf or early L-dwarfs) around solar type stars and to detect companions around more massive and brighter F-type stars. These requirements are readily achievable with current technology. Therefore our group is pursuing a survey of nearby stars \((d \leq 250\text{ pc})\) with measured spin-orbit alignments in the southern hemisphere using the Magellan Adaptive Optics (MagAO) and Clio2 infrared camera instruments on the 6.5 m Magellan Telescope at the Las Campanas Observatory in Chile. The MagAO system can achieve contrasts of \(\sim 10^4\) \((\Delta Ks = 10)\) at 0.5\(^\prime\) and \(\sim 10^5\) \((\Delta Ks = 12.5)\) at 1.0\(^\prime\) (private communication L. Close) in the K\(\lambda\)-band (better than other similar surveys [35], [39], [40]), that will conclusively confirm or reject the presence of stellar mass companions at separations greater than 150 AU in our sample.

Other groups are also searching for stellar companions around nearby stars. One such group is the VLT/NACO Search for Stellar Companions to 130 Nearby Stars with and Without Planets survey [35]. They are using the Nasmyth Adaptive Optics System (NAOS) with the Near-Infrared Imager and Spectrograph (CONICA) instruments on the 8.2 m Very Large Telescope (VLT) in Cerro Paranal, Chile to search for companions around southern hemisphere stars and the PUEO adaptive optics imager on the 3.6 m Canada-France-Hawaii Telescope (CFHT) on top of Mauna Kea, Hawaii to search for companions around northern hemisphere stars. Their survey is capable of detecting stellar companions down to M5 dwarfs at 0.2\(^\circ\) and early L-dwarfs (brown dwarfs) at 0.2\(^\prime\). Other groups are using the Lucky Imaging technique to search for companions in the SDSS \(i^{\prime}\) band with the LuckyCam camera on the 2.56 m Nordic Optical Telescope [39] and in the \(z^{\prime}\) band with the AstraLux Norte imaging instrument.
on the Calar Alto 2.2 m telescope and the AstraLux Sur imaging instrument on the ESO 3.5 m New Technology Telescope at La Silla, Chile [40].

Compared to other surveys, ours is unique in that it is the only one that is specifically targeting systems with measured spin-orbit alignments and is directly testing the Kozai mechanism for producing the observed misaligned Hot Jupiters. We also have a key advantage over other surveys as we will be able to achieve higher contrast that will enable us to detect fainter companions.

Conclusions

We have presented results revealing that the transiting Hot Jupiter WASP-79b is in significant spin-orbit misalignment. We find that the projected angle between the spin-axis of the host star and the orbital plane of WASP-79b is $\lambda = -106^{+19}_{-13}^\circ$, making its orbit nearly polar. WASP-79b joins the growing population of Hot Jupiters that have been found to exhibit significant spin-orbit misalignments. Several mechanisms have been proposed for producing Hot Jupiters with high obliquities. These include disk migration [9], Kozai resonances [12], secular chaos [13], planet-planet scattering [14], primordial misalignments of proto-planetary disks [26], and internal gravity wave modulation of the stellar surface of host stars [24]. The jury is still out on which mechanism(s) are responsible for producing spin-orbit misalignments. An expansion of the sample of systems with measured obliquities, in particular multiple planet systems, will allow astronomers to determine the dominant mechanisms that produce such misalignments. Systems suitable for Rossiter-McLaughlin effect follow-up observations will come from globally distributed ground-based transit searches such as HATSouth [41], the recently announced Kepler space telescope K2 mission [42], and new space-based all-sky transit surveys like the Transiting Exoplanet Survey Satellite (TESS; [43]). Finally, we propose a test for the hypothesis that the majority of misaligned Hot Jupiter systems were produced by Kozai resonant behavior resulting from perturbations by as-yet undiscovered binary companions to the planet host stars.
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Summary:

The evidence for terrestrial life in ~3.5 billion year old Pilbara rocks provide insight into the likely scientific success of proposed robotic Mars sample return (MSR). It took 80 years of geological exploration of the Pilbara for evidence for early life to be discovered, and over 30 years for this to be generally accepted. A vast amount of contextual and site specific data was collected by many expeditions hundreds to thousands of km of traverses, and the collection of thousands of samples probably massing tonnes from scores to hundreds of sites was needed. By analogy the likelihood of MSR involving the return of ~38 samples, massing ~500 grams and collected over <20 km of traverse providing conclusive answers is therefore miniscule. Proposed MSR missions might be better focused on providing risk-minimising data on the martian environment preparatory to crewed missions that would out-perform robotic-only missions by several orders of magnitude.
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Introduction

Mars Sample Return (MSR) by unmanned missions was identified as a major goal in the exploration of Mars soon after the Viking mission [1]. More recently, the US National Research Council’s (NRC) Planetary Science Decadal Survey (PSDS) for the period 2013-22 [2] identified MSR as the highest priority science goal for planetary exploration. These conclusions underlie the rationale for NASA’s proposed 2020 rover mission [3] which is intended to cache sample for future collection and return to Earth.

As defined by the Mars Exploration Program Analysis Group (MEPAG) in 2011 [4] the goals of MSR are:

• Search for evidence of past life or its precursors,
• Understanding the nature of the martian surface and its materials, and of planetary and atmospheric evolution.
• Clarifying issues to do with human exploration, identifying both hazard and resource potential.

The issues of extant life on Mars or those associated with returning it to Earth are not directly addressed by either MEPAG or the PSDS, beyond stressing the need for the highest quarantine standards [5]. However, as early Mars was much more habitable than present Mars...
a strategy based on searching for past life is more likely to be successful than searching for extant life.

In this paper I will compare the expectations from currently proposed MSR missions with the history of exploration of geological successions analogous in age and formational environment in the Pilbara region of Western Australia. I will argue that the history of study of life signs in 3.5 billion year old (Ga) rocks of the Pilbara provide an indication of the likelihood of finding definitive evidence of past life on Mars in the proposed suit of returned samples.

**Mars sample return methodologies**

Mars Sample return mission concepts vary greatly in complexity, some being comparatively simple, consisting of atmospheric dust and gas collected during a high altitude flyby (e.g. SCIM, Jones et al. 2008). However most concepts are highly complex, involving multiple assets deployed on the martian surface and in Mars orbit. For example the most recent detailed study [4] recommended a mission with one or more rovers, Mars ascent vehicles, and Mars return orbiters. The proposed 2020 rover mission [3] will, by collecting and caching some 37 short cores along a traverse of up to 20 km, with a total mass of about 500 grams, represent the first phase of MSR.

However, the MEPAG goals [4] could mostly be met by less complex missions, some not involving MSR. Almost any suite of diverse samples would improve understanding the nature of the martian surface and materials, and planetary and atmospheric evolution [1]. A single sample of regolith such as a drill core would clarify potential hazards to crews [6, 7]. The general history of Mars and its potential resources might be adequately studied using surface rovers rather than sample return, as recognised in the capabilities of both the present Curiosity mission [8] and the proposed 2020 rover [3]. The single greatest justification for MSR of the proposed complexity therefore becomes the search for evidence of past life or its precursors.

**The Pilbara as Mars analogue**

**Significance of the Pilbara to Martian astrobiology**

Experience in searching for life in a terrestrial analogue can provide insight into the likelihood of success of such missions. The Pilbara region of Western Australia [9, 10, 11] is one such region. Surface conditions on Earth and Mars were similar at 3.5 Ga during the Paleoarchean on Earth, and the Noachian/Phyllocian epochs on Mars [12, 13, 14]. Both planets appear to have possessed a global magnetic field, dense and oxygen-poor atmospheres, hydrospheres with active hydrologic cycles, active volcanism, hydrothermal activity, and diverse surface, and near-surface environments within the tolerable range of many microorganisms. (2010) have reported a similar talc-carbonate hydothermal alteration regime at Nili Fossae, similar to type examples to be found at the North Pole Dome and throughout the Eastern Pilbara [15, 16]. The Nili Fossae carbonate bearing region is a top candidate for the Mars 2020 rover' As a result surface lithologies and surface mineralogies of the Paleoarchean of the Pilbara and the Noachian/Phyllocian of Mars are very similar. Conditions extant of the surface of both planets somewhat earlier are likewise predicted to have been similar and suitable for the emergence of life [17].
The Pilbara successions also contain evidence for the presence of microbial life, most obviously at the mesoscopic scale in the form of stromatolites (Figure 1). These were first recognised by Walter, Buick and Lowe [18] and are accompanied by other evidence, including microfossils (Figure 2), first convincingly reported by Awramik et al. in 1983 [19]. Given the similarity in environments it is conceivable that coeval conditions on Mars may also have hosted life. The Pilbara therefore is not only one of few terrestrial regions that similar environmental conditions to early Mars, but is of similar antiquity. It therefore provides an analogue to assess the habitability of potential environments on early Mars, a region for developing and testing life search strategies for that planet.

Fig. 1: Conical stromatolites the Strelley Pool Formation, Dawn of Life Trail site [20]), Pilbara. These examples date from about 3.4 Ga.

Fig. 2: Microfossils from the ~3.5 Ga Strelley Pool Formation in the Pilbara (near Trendall location, see [20]). Image from [21], used with permission of the author.

History of Palaeobiological investigations in the Pilbara

At the time of writing evidence for life had been reported from multiple horizons within the Paleoarchean succession of the Pilbara (Table 1). These were formed in between 3.49 and 3.315 Ga [10]. The discovery of this evidence occurred following a long history of
exploration in the region [22]. European exploration the inland Pilbara began with the expedition of Gregory in 1861. Gold was discovered in 1888 at Mallina, and lead to the first geological investigations, published by Maitland in 1908 [22].

Table 1: Distribution of biogenic indicators in the Paleoarchean of the Pilbara (modified from [10]).

<table>
<thead>
<tr>
<th>Rock Unit</th>
<th>Rock type</th>
<th>Age from U-Pb geochronology</th>
<th>Biogenic indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Wyman Formation</td>
<td>Felsic volcanics &amp; chert</td>
<td>3.325-3.315 Ga</td>
<td>Domical stromatolites (in chert)</td>
</tr>
<tr>
<td>Euro Basalt</td>
<td>Basalt</td>
<td>3.35 Ga</td>
<td>Micro-borings</td>
</tr>
<tr>
<td>Strelley Pool Formation</td>
<td>Chert, carbonate, &amp; volcanic sediments</td>
<td>3.5 Ga</td>
<td>Conical and domical stromatolites</td>
</tr>
<tr>
<td>Panorama Formation</td>
<td>Felsic volcanic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apex Basalt</td>
<td>Basalt and chert</td>
<td></td>
<td>Microfossils (in chert)</td>
</tr>
<tr>
<td>Marble Bar Chert</td>
<td>Chert</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duffer Formation</td>
<td>Felsic volcanic</td>
<td>3.465 Ga</td>
<td></td>
</tr>
<tr>
<td>Mount Ada Basalt</td>
<td>Basalt</td>
<td>3.468 Ga</td>
<td></td>
</tr>
<tr>
<td>Dresser Formation</td>
<td>Chert</td>
<td>~3.49 Ga (Pb-Pb age)</td>
<td>Domical and conical stromatolites, microfossils, carbon isotope signatures</td>
</tr>
<tr>
<td>North Star Basalt</td>
<td>Basalt</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The decades of geological research in support of mineral exploration led to the recognition that much of the succession in the region consists of volcanic rocks (Figure 3) with potentially fossiliferous carbonate and cherty rocks only a small part of the succession [11, 9]. Microfossils found in silicified carbonates were the first convincingly reported for Paleoarchean life in the Pilbara [19]. Subsequent studies of microfossils include those of Schopf [23], Oehler et al. [24], Sugitani et al. 21, 25]. Stromatolites were discovered in the Pilbara in 1980 [18, 26], even though elsewhere they had been named and their significance recognised by Kalkowsky in 1908 [27]. Previously named Cryptozoon by Walcott in 1883, they were first characterised in 1925 by Steele and recognised as marine plant remains by Hall in 1847.

Much studied since their recognition by Walter et al. and Lowe [18, 26], recent analysis of their characteristics and their significance can be found it are those of Allwood et al. [28, 29]. Microborings in the rims of well-preserved pillow lavas from the Euro Basalt are texturally identical with those formed by microbes in modern basalts and ophiolite complexes [30]. These have been dated as Archean and show that microbial colonisation of basaltic glass was established by the Paleoarchean. The composition of reduced carbon compounds associated with the microfossils is difficult, because of the low organic carbon content of these rocks probability of later contamination. A recent study is that of Marshall et al. [31]. These authors used a range of advanced micro-analytical techniques to demonstrate the biogenic nature of kerogens in the Strelley Pool Formation. Lastly, stable isotopes of both the organic and carbon components have been studied by many authors, with Ueno et al. [32] being but one example. Other studied stable isotopes include those of sulphur e.g. [33] nitrogen [34].
Given the significance of finding evidence for life in such ancient rocks, the inevitable sceptical responses soon appeared. The authenticity of the stromatolites was questioned by Buick et al. [35] and Lowe [36] even though previously Lowe [26] had accepted them as genuine. The putative microfossils were first dismissed by Buick [37] as pseudofossils, formed during metamorphism, a theme developed by Brasier et al. [38, 39], Pinti et al. [40], and Marshall et al. [41]. The validity of the organic data was again questioned by Buick [37] and Lindsay et al. [42]. Brasier et al. [39] also doubted the significance of the fractionation of light carbon isotopes, citing evidence that abiogenic processes could cause similar signatures.

A characteristic of this discussion has been the switching of positions by researchers. As already noted, Lowe [26] argued for microfossils but against them in his 1984 paper [37]. Brasier (in Brasier et al. [38, 39]) argued strongly against the detection of microfossils, but was a contributor to the Wacey et al. [43] paper than argued that microfossils were present in the Strelley Pool Formation. Buick was a contributing author in Walter et al. [18], in the first publication of Paleoarchean Pilbara stromatolites, but in Buick et al. [37] concluded that none were confirmed as stromatolites. Van Kranendonk contributed to sceptical paper of Brasier et al. [38] but in Van Kranendonk [9, 10] and as a contributor to Sugianti et al. [25] was arguing they were genuine.

Current research has tended to demonstrate that evidence for Paleoarchean life does indeed occur in the ~3.5 Ga rocks of the Pilbara. Allwood et al. [28, 29] with strong evidence and robust reasoning demonstrated that the stromatolites were indeed biogenic. The paper by Wacey et al. [43, 44] whose one of whose contributing authors was the formerly sceptical Brasier, showed that the latest NanoSIMS data and the balance of the evidence pointed to microfossils indeed being present, all although pseudofossils certainly abound. The present of genuine biogenic organic molecules and isotope signatures was argued by Marshall [45], again using relatively new techniques such as Fourier transform infrared spectroscopy, Raman spectroscopy, nuclear magnetic resonance spectroscopy, catalytic hydrolysis and gas chromatography mass spectrometry, and isotope ratio mass spectrometry of samples containing kerogen. At the present state of knowledge therefore it would appear that life was indeed present at 3.5 Ga in the Pilbara, leaving a diverse imprint on the geological record, from the mesoscale (stromatolites) as well as the microscale (microfossils, micro-borings),
and in the organic and stable isotope chemistry. This imprint reflects the presence of diverse microbial communities in the surface environment [46].

**Pilbara Implications for MSR**

**Historical lessons from the Pilbara**

However, the history of research into the evidence for early terrestrial life in the Pilbara suggests that demonstrating the presence or, equally important, the absence, of life on early Mars beyond reasonable doubt will be challenging. The relevant strata in the Pilbara are thin, of limited lateral extent, and widely scattered, as such strata are likely to be on Mars, if present at all [47]. It took ninety years of exploration before the first sites were discovered, even though the palaeobiological significance of stromatolites have been known since their first description being by Steel in 1825, although they were not named as such until Kalkowsky in 1908 [48].

Subsequently, more than thirty years of detailed investigation by scores of researchers from many institutions across the world for the presence of biogenic features and signatures to be generally accepted [43]. Together these efforts involved many years of cumulative field work, hundreds to thousands of km of traverses, and the estimated collection of thousands of samples probably massing tonnes from scores to hundreds of sites.

**Challenges of sample return strategies**

Assuming such features are found on Mars what would be required for the investigations to achieve a similar level of investigative confidence we have in the Pilbara? As observed by Clarke and Stoker [46], the first challenge would be reconnaissance, locating potential targets as efficiently as possible. This would minimise detailed surface reconnaissance that might require several thousand km of traverses. Hyperspectral mapping from orbit of regions of interest at the metre scale would be an ideal method, able to identify targets such as chemical sediments, mudrocks, and hydrothermal systems similar to those found in the Pilbara [49]. Such datasets are not yet available.

The second challenge would be surface scouting and documentation of the targets. This will need precision landing, probably to within 10 km of specified landing site, to minimise travel. Even so, vehicles capable of traverses of the order of hundred km in a reasonable time frame, such the 500-600 sols (martian days) between Mars landing and departure windows, or at least within a single Mars year (669 sols), will be needed to scout as many targets as possible. The targets will need to be characterised with mesoscopic and microscopic imagery, for chemistry, mineralogy, and organic using short-range remote sensing and contact data. Such capabilities are well beyond what is likely with unmanned exploration. A comparison between the planned performance of the 2020 sample collection rover and what has been actually achieved by Mars rovers to dates illustrates how unrealistic performance expectations are for this mission, given its’ Curiosity rover derivation (Table 2).

Thirdly, there is the sampling challenge. This might be integrated with the scout phase or could be a separate mission. A diversity of the most promising targets will need to be visited and sampled to increase likelihood of success. Each target may contain several sites of interest. Lithological diversity, including chemical sediments, mudrocks, surficial materials, and hydrothermal deposits, need to be represented in the samples. The collected material should consist of a range of sampling methods including outcrop, core, and surficial materials.
Significant total sample mass will be needed to ensure repeat analyses, alternate methods, and multiple access beyond the initial science team and investigative period. Only through such in depth investigation are conclusive results likely to be reached. This requirement indicates that sample masses in excess of 100 kg from as many widely dispersed sites as possible will be required. This is beyond the capability of any envisaged MSR mission.

Table 2: Mars rover performance, actual and predicted. Note the disparity between actual rover performance (Spirit, Opportunity, and Curiosity) and that proposed for the 2020 rover, suggesting that the 2020 Rover’s objectives are unreasonably optimistic.

<table>
<thead>
<tr>
<th>Mission</th>
<th>Sites sampled</th>
<th>Travel (km)</th>
<th>Operational (sols)</th>
<th>Sols/sample site</th>
<th>metres/sol (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spirit</td>
<td>-----</td>
<td>7.73</td>
<td>2155</td>
<td>-----</td>
<td>3.58</td>
</tr>
<tr>
<td>Opportunity¹</td>
<td>-----</td>
<td>38.53</td>
<td>3487</td>
<td>-----</td>
<td>1.11</td>
</tr>
<tr>
<td>Curiosity¹</td>
<td>3</td>
<td>4.15</td>
<td>454</td>
<td>151</td>
<td>9.14</td>
</tr>
<tr>
<td>2020 Rover²</td>
<td>37</td>
<td>20</td>
<td>669</td>
<td>18</td>
<td>29.11</td>
</tr>
</tbody>
</table>

¹As of 14/11/13
²Ref. [3]

Fourthly, there is retrieval and return of samples to Earth. This again would utilise precision landing to increase mission safety, and would also need the ability of the sample-carrying vehicles to drive significant distances (~10-20 km) in a short period of time to reach the sample return craft within the Earth return window.

Lastly, the samples should be appropriately archived and analysed by a wide range of international groups with access to suitable facilities. In additional to answering with high confidence the question as to whether or not life existed on early Mars the returned samples will provide considerable insight into volcanic, hydrothermal and sedimentary processes then operating and the nature of the early martian hydrosphere and atmosphere. However this level of investigative diversity cannot be achieved with the small sample masses envisaged by current MSR proposals.

How can these goals be best met?

These challenges are orders of magnitude beyond what could be realistically met by an unmanned sample return mission, typified by Ref [2, 3] and demonstrated by the Curiosity mission. Therefore the ability of the proposed level of MSR missions to demonstrate the presence or absence of life on early Mars beyond reasonable doubt appears unlikely. The number, spatial spread and size of samples would be too small to show to give strong negative results and the likelihood of finding samples with incontrovertible evidence for past life in them, such outcrops of stromatolitic chert rich in organic microfossils, is astronomically small.

These goals could, however be achieved by even a relatively modest crewed mission, for example the Mars Oz reference mission [50]. As shown by Crawford [51], crewed missions are more cost effective and offer far greater scientific return, by two to three orders of magnitude, than any conceivable rover or MSR mission or combination of missions. The returns from larger human missions proposed by NASA [52] are likely to be even more substantial. This is despite the encumbrance of field science while wearing a space suit [53].
Therefore crewed missions are far more likely to answer the key astrobiological questions than either unmanned rovers or unmanned sample return.

Conclusions

The conclusions from this overview are that:

- Paleoarchean rocks of the Pilbara provide useful analogues to possible surface environments on Noachian/Phyllochrian Mars.

- The evidence of life in the Paleoarchean of the Pilbara provide pointers as to how evidence for equivalent life in Noachian/Phyllochrian rocks on Mars might be expressed, should it exist.

- The Pilbara is also an ideal location to test exploration concepts and techniques applicable for the search of life on early Mars.

- The history of studies of evidence of life in the Paleoarchean of the Pilbara provides pointers to the likelihood of finding evidence of such life on Mars, had it been present.

- These studies show that to obtain incontrovertible evidence of life in the Paleoarchean of the Pilbara required decades of field investigations, the collection of thousands of samples massing tonnes, taken from scores to hundreds of sites, and involving several thousands of km of travel.

- The results of the approximately 500 grams of sample spread over about 30 samples, collected over 20 km of traverse rather optimistically predicted by MSR studies are therefore unlikely to be definitive, whether positively or negatively.

- Only a crewed mission is likely to cover the distance and sample the required diversity of material and return it in sufficient quantities to make definitive results, e.g. on whether or not life was ever present on Mars, likely.

This should not be seen as argument against either unmanned MSR or the sophisticated robotic rovers, such as the 2020 proposal, that might support them. Both represent the next stage in robotic exploration. It is, however, a caution against unrealistic expectations of what such missions are likely to achieve, expectations that are more likely to be met by crewed exploration.

Pilbara experience may also indicate that unmanned MSR efforts might better be directed at simpler objectives, for example quantifying and reducing the risk to crewed missions posed by the martian regolith, as exploration by scientist-astronauts are far more likely to yield definitive results, be they positive or negative, than even an extensive campaign of unmanned MSR. A more basic MSR mission, perhaps a single drill to sample the regolith profile, might resemble a martian version of the Luna 16, 20 and 24 sample return missions (Ref. [54], chapter 7).

While such a MSR might yield fewer results that those currently proposed, the science return will still be significant, as shown for the Luna missions [51]. The missions will yield valuable science and provide an operational bridge between unmanned surface missions and those carried out by scientist-astronauts, in addition to the important risk assessment data that will
enable the vastly more capable crewed expeditions. Such an approach may also offer lower operational risk and lower cost than the complex MSR missions currently proposed.
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Summary

Hydrated minerals outcrop in several Martian locations, and have been interpreted as formed by aqueous deposition or alteration of basalts. Hydrated minerals support interpretations of past wetter and warmer Martian climates. Many studies are aimed at generating libraries of mineral spectra using the analytical techniques that will be employed on planned future missions to Mars.

Here we present our preliminary results of a Raman spectroscopy study of primary magmatic minerals and secondary minerals typically found in altered basalts. We used a Renishaw inVia Raman spectrometer equipped with a 17mW Renishaw Helium-Neon Laser 633nm, silicon reference standard, and a Leica DMLB microscope. We acquired the spectra of the minerals along different crystallographic orientations, to account for differences in mineral structures. The results of our research highlight challenges for future exploration and sample recovery missions.

Keywords: Raman spectroscopy, alteration minerals, Mars.

Introduction

Recent missions (ESA Mars Express; NASA Mars Reconnaissance Orbiter) to Mars have revealed in layered sequences and bedrock exposures hydrated silicate minerals [1, 2], most of which are Fe- and Mg- phyllosilicates [3]. Zeolites have been detected in the Martian dust. All these hydrated minerals are common products of alteration of basalts, which cover the entire surface of Mars [3-7]. Secondary minerals on Earth are commonly associated with weathering and water/rock interaction processes. Hence, by analogy, the presence of secondary minerals on Mars has been interpreted as evidence in support of past wetter climate
conditions, highly significant for investigations of possible conditions conducive to the emergence of life on Mars [1-5, 8-21]. The principal focus of future missions to the planet is thus the specific and detailed characterisation of hydrated minerals and of mineral assemblages that can constrain post-magmatic physical and chemical conditions.

One of the ExoMars 2018 mission instruments will be a Raman field spectrometer (Raman Laser Spectrometer, RLS; [22]). Raman spectroscopy has been widely used to characterise gaseous, liquid or solid geological materials. The technique is non-destructive, it requires minimal to no preparation and it can be performed on micro-samples of no more than a few molecules in size. The essential aspect of the technique is irradiation of a sample by monochromatic light: some of the light is scattered by the material at the same frequency as the incident light (elastic scattering). However, weak photon–molecule interactions cause excitation of the molecule from its ground state to a virtual energy state. When the molecule relaxes it emits a photon and it moves to a different rotational or vibrational state. The difference between the original and new states corresponds to a shift in the emitted photon frequency away from the excitation wavelength (inelastic scattering). If detected by a spectrometer and displayed as a spectrum, weak satellite peaks corresponding to the vibrational frequencies are observed at the sides of a strong central peak corresponding to the frequency of the incident light [23]. If the final state of the molecule is more energetic than the initial state, the photon is shifted to a lower frequency. If the final state of the molecule is less energetic the photon is shifted to a higher frequency. Raman spectra are essentially continuous binary plots of peak intensity (vertical axis) against Raman shifts reported as cm$^{-1}$. The location and relative intensities of the peaks are diagnostic of the material.

Five regions of the Raman spectrum are diagnostic for silicates [24]

1. Lattice vibrations (shifts < 600 cm$^{-1}$ for phyllosilicates, < 450 for other silicates), caused by translational motions of cations in octahedral sites and interlayer sites relative to the SiO$_4$ groups in tetrahedral layers, and by oxygen and the OH$^-$ groups lattice translations parallel to X,Y,Z crystallographic directions [24, 25];

2. Vibrational Si-Ob-Si modes Si-Ob-Si (Ob = bridging oxygen) connecting SiO$_4$ tetrahedra (600-800 cm$^{-1}$ for phyllosilicates, 450-750 cm$^{-1}$ for other silicates);

3. Si-Onb stretching (Onb = non-bridging oxygen) in SiO$_4$ tetrahedra (800-1150 cm$^{-1}$);

4. OH$^-$ bending (1500-1600 cm$^{-1}$);

5. OH$^-$ or H$_2$O stretching mode (3000-3800 cm$^{-1}$).

It is furthermore noteworthy that the Onb/Ob ratio vibrational mode of minerals with fewer than two Onb (chain silicates - inosilicates, sheet silicates - phyllosilicates, and frame silicates - tektosilicates) show a much stronger signal in the 600-800 cm$^{-1}$ range than in the 800-1150 cm$^{-1}$ range [25]. Therefore the relative strength of the two vibrational modes is indicative of the chemical structure of the minerals.

The application of Raman spectroscopy to the identification and classification of mineral species in the laboratory is conducted under controlled conditions: the minerals can be separated from any matrix and cleaned prior to analysis, polished, oriented along preferred crystallographic directions; the source of the excitation beam can be changed to account for optimal analysis conditions of specific material, and the beam can be pulsed or polarised, while exposure times can be varied; the spectra can be interpreted using a variety of statistical and mathematical techniques to obtain unique results. If necessary, samples can be analysed multiple times changing orientation and performing additional preparation. On the contrary,
the conditions at which Raman field spectrometers operate are much more difficult, and the spectra are much noisier than those acquired in the laboratory [26] owing to climatic conditions, preservation of rock or mineral faces, slope of bedrock, among other factors. Furthermore, for any instrument operated remotely on the surface of a distant planet there will be fewer and limited choices of adjustment of the analytical conditions. Based on mission objectives, the set-up of the instruments will probably have to satisfy a variety of target samples (e.g., silicates, hydrated silicates, oxides and sulphates, carbonates, organic matter, fluids, etc.), and it is therefore likely that field spectrometers will be built to the best possible compromise set-up, but not be optimal for any of the materials of interest.

Given the prevalence of basalt on the Martian surface, and the nature of the hydrated minerals thus far discovered on Mars, we have undertaken a Raman spectroscopy laboratory study of the most common minerals composing basalts and their alteration products, with the purpose of: (a) generating a library of minerals; (b) identifying those aspects of the technique more likely to present challenges in the interpretation of future Martian field Raman spectra.

Basalts are composed by high-Ca plagioclase \((\text{Ca,Na})[\text{Al(Al,Si)}\text{Si}_2\text{O}_8]\) and high-Ca pyroxene \([(\text{Mg,Fe,Ca})(\text{Mg,Fe})\text{Si}_2\text{O}_6]\), with variable amounts of olivine \([(\text{Mg,Fe})\text{SiO}_4]\), various accessory minerals, and silica-rich glass. Common minerals produced by secondary processes of alteration of the primary magmatic minerals are Fe- and Mg-phyllosilicates (e.g., chlorite), and zeolites. In this paper we present the results of our analytical work on primary basaltic and secondary phases from a collection of minerals donated by the Australian Museum in Sydney, NSW, Australia.

**Materials and Methods**

We analysed a broad range of primary magmatic and secondary (weathering, metamorphism) minerals and prepared a library of spectra that would likely encompass minerals commonly occurring in basalts and their alteration products. This is an essential preliminary step to investigate the potential results from Raman technique, because a field Raman spectrometer will collect spectra from mineral assemblages, rather than from pure mineral species (laboratory conditions). The reference spectra library must thus contain all minerals likely to be intercepted in the field of view of a field Raman spectrometer.

A broad array of secondary minerals forming in different environments was chosen to cover a wide range of low-grade metamorphic and weathering conditions that could have occurred on Mars during its long geological history. In addition, because the positions and intensities of peaks in Raman spectra are dependent on the crystal structure of minerals, it was necessary to also analyse phyllosilicates with a high degree of crystallinity (e.g., muscovite, biotite) which, although not part of a common equilibrium paragenesis of basaltic rocks, nonetheless represent a crystallinity end-member against which to assess other phyllosilicates (e.g., chlorite, clays).

The primary and secondary minerals analysed in this study are listed in Table 1 and images of selected minerals shown in Fig 1.
Table 1: List of reference minerals obtained for the calibration database. Entries in italics indicate hydrated minerals. The minerals are grouped according to their most common paragenesis.

<table>
<thead>
<tr>
<th>Mineral name</th>
<th>Museum I.D.</th>
<th>Sample location</th>
<th>Typical chemical formula</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary (igneous)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analcime</td>
<td>D49946</td>
<td>Leicester, England</td>
<td>Na₂[Al₂Si₃O₈]·2H₂O</td>
</tr>
<tr>
<td>Anorthoclase</td>
<td>D43540</td>
<td>Mt. Ankele, VIC</td>
<td>(Na,K)Al₂Si₃O₈</td>
</tr>
<tr>
<td>Bicocite</td>
<td>D16221</td>
<td>Torrington, NSW</td>
<td>K[Na,Mg]Al₂Si₃O₈</td>
</tr>
<tr>
<td>Clinopyroxene</td>
<td>D25757</td>
<td>Mt. Weymouth, QLD</td>
<td>(Ca,Mg)₂Si₂O₅</td>
</tr>
<tr>
<td>Hypersthene</td>
<td>D3693</td>
<td>Canada</td>
<td>Mg₂SiO₄</td>
</tr>
<tr>
<td>Labradorite</td>
<td>D38053</td>
<td>Mallangansie, NSW</td>
<td>(Ca,Mg)[Al₂Si₃O₈]</td>
</tr>
<tr>
<td>Labradorite (2)</td>
<td>D36683</td>
<td>Tenterfield-Casino, NSW</td>
<td>(Ca,Mg)[Al₂Si₃O₈]</td>
</tr>
<tr>
<td>Muscovite</td>
<td>D33763</td>
<td>Egebergk, NSW</td>
<td>KAl₂[Al₂Si₅O₁₈]·(OH)₃</td>
</tr>
<tr>
<td>Olivine</td>
<td>D39219</td>
<td>Wild Pig Tier, Tipton, TAS</td>
<td>(Mg,Fe)₂SiO₄</td>
</tr>
<tr>
<td>Olivine (2)</td>
<td>D37526</td>
<td>MT Shadwell, VIC</td>
<td>(Mg,Fe)₂SiO₄</td>
</tr>
<tr>
<td>Kaersuite</td>
<td>D3109</td>
<td>Mt. Ankele, VIC</td>
<td>(Ca,Mg)[Al₂Si₅O₁₈]</td>
</tr>
<tr>
<td><strong>Secondary: Alteration (chemical weathering)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chlorite</td>
<td>D35210</td>
<td>Nundle, NSW</td>
<td>(Mg,Fe)₂Si₂O₅·2(H₂O)</td>
</tr>
<tr>
<td>Clinohlore</td>
<td>D25787</td>
<td>Pennsylvania, USA</td>
<td>(Mg,Fe)₂Si₂O₅·2(H₂O)</td>
</tr>
<tr>
<td>Kaolinite</td>
<td>D33253</td>
<td>Marulan, NSW</td>
<td>A₁<a href="OH">Al₂Si₂O₆</a></td>
</tr>
<tr>
<td>Nontronite</td>
<td>D41296</td>
<td>Attunga, NSW</td>
<td>Na₂[Fe₂⁺(K,Na)[Al₂Si₃O₁₈]·(OH)₃·nH₂O</td>
</tr>
<tr>
<td><strong>Secondary: Low- and medium-grade metamorphism</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analcime</td>
<td>D49946</td>
<td>Leicester, England</td>
<td>Na₂[Al₂Si₃O₈]·2H₂O</td>
</tr>
<tr>
<td>Biotite</td>
<td>D16221</td>
<td>Torrington, NSW</td>
<td>K[Na,Mg]Al₂Si₃O₈</td>
</tr>
<tr>
<td>Chabazite</td>
<td>D45526</td>
<td>Merseby, TAS</td>
<td>(Ca,Mg)₂Si₂O₅·2(H₂O)</td>
</tr>
<tr>
<td>Chlorite</td>
<td>D35210</td>
<td>Nundle, NSW</td>
<td>(Mg,Fe)₂Si₂O₅·2(H₂O)</td>
</tr>
<tr>
<td>Clinohlore</td>
<td>D25787</td>
<td>Pennsylvania, USA</td>
<td>(Mg,Fe)₂Si₂O₅·2(H₂O)</td>
</tr>
<tr>
<td>Muscovite</td>
<td>D36703</td>
<td>Egebergk, NSW</td>
<td>KAl₂[Al₂Si₅O₁₈]·(OH)₃</td>
</tr>
<tr>
<td>Natrolite (unregistered)</td>
<td>D39219</td>
<td>Kurniora, NSW</td>
<td>Na₂[Al₂Si₃O₈]·2H₂O</td>
</tr>
<tr>
<td>Prehnite</td>
<td>D39021</td>
<td>Prospect, NSW</td>
<td>Ca₁[Al₂Si₃O₈]·(OH)</td>
</tr>
<tr>
<td>Saponite</td>
<td>D36778</td>
<td>Cornwall, U.K.</td>
<td>Ca₃<a href="OH">Si₂O₅</a>[SiO₄]·2H₂O</td>
</tr>
<tr>
<td>Serpentine</td>
<td>D43620</td>
<td>Tamworth, NSW</td>
<td>D₃<a href="OH">Si₂O₅</a>·nH₂O</td>
</tr>
</tbody>
</table>

Fig. 1: Microscopic images of common primary and secondary basaltic minerals: (a) olivine; (b) labradorite; (c) analcime; (d) muscovite; (e) natrolite (crystal width: 0.254mm); (f) nontronite. All microphotographs were taken with a light microscope at 35x magnification. Scale bars: 2 mm.
The mineral samples were subdivided into fractions, and small fractions were prepared for analysis by preliminary washing and cleaning with acetone if the minerals exhibited fluorescence. Fluorescence is very common in Raman spectroscopy and in most rock forming minerals, it is most often caused by impurities such as ions of transition metals, uranium or other actinide or lanthanide (REE- Rare Earth Elements) and organic materials [27]. The element inclusions in the minerals cannot be accounted for, but organic contamination could be a major contributing factor to the high fluorescence in some of the samples. This may be mitigated by simple sample preparation such as an alcohol or acetate wash.

Raman analyses were undertaken using a Renishaw inVia Raman spectrometer (Gloucestershire, UK) equipped with a 17mW Renishaw Helium-Neon Laser 633nm and silicon reference standard, with a Leica DMLB microscope (Wetzlar, Germany) (Fig. 2). The acquisition settings varied with each mineral. Most minerals were analysed at 100% laser intensity. Others had to be analysed at lower power levels due to fluorescence effects or when the software could not plot the signal. Clinochlore was analysed at 5% standard power, kaolinite at 10% standard power and anorthoclase, serpentine and chlorite were analysed at 50%.

![Fig. 2: Simplified schematic diagram of the Raman spectrometer used in this work. The Monochromatic light source is focused onto the sample through the microscope objective. The elastically scattered light is removed by the notch filter. The weaker Raman scattered light is focused onto a diffraction grating and then processed by the CCD. The signals are processed by the software and a binary plot of Raman shift and signal intensity is obtained as analysis output.](image)

It has been shown that exposing a fluorescing sample to the laser beam for longer periods of time will reduce the signal to noise ratio of the sample [28]. In this study we therefore carried out multiple short readings. Fluorescing minerals, such as clays and feldspars, were acquired over an average of 4 readings of 10 s each.

Before analysing the samples, the laser was centred and calibrated against a silicone chip standard. Initial spectra for all samples were collected using a 50X objective with a spectral range of 120-3800 cm\(^{-1}\) subdivided into two sections: 120-1800 cm\(^{-1}\) and 1800-3800 cm\(^{-1}\). Subsequent analyses were carried out limiting the spectral range only to those shift values in which notable peaks had been initially detected, to increase the resolution of the analysis at those frequencies. Precision runs of feldspars (labradorite and anorthoclase) were further
conducted in the Raman shift range 120-800 cm\(^{-1}\), in an attempt to overcome high background values which rendered peak identification impossible, consistently with the findings of previous researchers [29-31].

For minerals with elongated or platy crystal habits, additional analyses were performed by rotating and orientating the crystals along different crystallographic directions, identified based on the mineral cleavage and surface shapes, relative to the laser beam: for each of these minerals a measurement was undertaken, and then the sample was rotated 45° and the measurements repeated until a full 180° rotation of the sample has been completed.

**Results**

We obtained a set of Raman spectra that can be used as a library of spectra for the mineral groups and species expected to be present in the basalts outcropping on the surface of Mars.

![Fig. 3: Results](image)

(a) Orientation effects for olivine in the 120-1800 cm\(^{-1}\) spectral range where spectra 1-5 are the five readings taken at different orientations of the sample, major spectral changes indicated by arrows. (b) Orientation effects for mica in the 120-1800 cm\(^{-1}\) spectral range where spectra 1-5 are the five readings taken at different orientations of the sample: no major spectral changes with orientation. The mica crystal was oriented perpendicular to the excitation source, which corresponds to a symmetric direction of the minerals in which all directions are equivalent relative to the beam. (c) Higher range spectra of selected hydrated minerals: serpentine, chlorite, nontronite, prehnite, and natrolite. All of these secondary minerals have structural water and show a distinctive peak in this range: serpentine, 3685 and 3698 cm\(^{-1}\); chlorite, 3681 cm\(^{-1}\); nontronite, 3579 cm\(^{-1}\); prehnite, 3482 cm\(^{-1}\); natrolite, 3325 and 3526 cm\(^{-1}\). (d) Clays: Raman spectra of saponite (red) and kaolinite (blue). The sample of saponite has no distinguishing peaks. The sample of kaolinite has one distinguishing peak at 142 cm\(^{-1}\).
Aナルクイム: The main spectral features for analcime were identified at 390 cm\(^{-1}\), 483 cm\(^{-1}\) and 1104 cm\(^{-1}\) with the peak at position 483 cm\(^{-1}\) showing changes in intensity with changes in orientation. This was directly comparable to spectra in the literature [32]. Analcime also shows a diagnostic peak in the higher Raman shift range at 3559 cm\(^{-1}\) (1638 counts).

ビオライト: The spectrum for biotite shows major peaks at Raman shifts 186 cm\(^{-1}\), 540 cm\(^{-1}\) and 680 cm\(^{-1}\). The relative pattern of the peaks is consistent with spectrum published in literature [24]. The sample also exhibited diagnostic peaks in the higher Raman shift range at 3594 cm\(^{-1}\) and 3657 cm\(^{-1}\).

チャバザイト: The main spectral features for chabazite are at 329 cm\(^{-1}\), 457 cm\(^{-1}\) and 480 cm\(^{-1}\), with the peak at 457 cm\(^{-1}\) disappearing at some orientations. However our spectra of chabazite exhibits fluorescence, making identification of any further peaks difficult. These spectral features do not coincide with published spectra which show major spectral features at 128 cm\(^{-1}\), 204 cm\(^{-1}\) and 465 cm\(^{-1}\) [32]. This is possibly due to a different wavelength at 1064nm of the laser beam used. Chabazite also exhibited a diagnostic peak in the higher Raman shift range at 3465 cm\(^{-1}\).

クロリート: The spectrum for chlorite exhibited major peaks at 199 cm\(^{-1}\), 355 cm\(^{-1}\), 548 cm\(^{-1}\) and 683 cm\(^{-1}\). Chlorite also exhibited fluorescence which made distinguishing minor peaks very difficult. A similar spectral pattern was also observed in the published literature [24]. A diagnostic peak in the higher Raman shift range at 3683 cm\(^{-1}\) was also observed (Fig. 3c).

カオリンイトとサポニット: The spectra of these minerals showed no peak (Fig. 3d), owing to the high signal noise due to fluorescence. Spectra for the clay minerals was very difficult to obtain. It is recognized that the Raman spectra of clay minerals can be difficult [33].

クリノクロレ: The spectra for clinochlore exhibited high fluorescence and only peaks in the higher Raman shift range were visible. These peaks were located at 1064 cm\(^{-1}\), 1175 cm\(^{-1}\), 1333 cm\(^{-1}\), and 1514 cm\(^{-1}\).

クリノプロクセネ: The spectra for clinopyroxene exhibits major peaks at 339 cm\(^{-1}\), 398 cm\(^{-1}\), 670 cm\(^{-1}\) and 1008 cm\(^{-1}\), with the peak at 398 cm\(^{-1}\) disappearing at some orientations and the peak at 1008 cm\(^{-1}\) exhibiting small changes in intensity. This is comparable with published spectra [34], exhibiting peaks at 324 cm\(^{-1}\), 391 cm\(^{-1}\), 666 cm\(^{-1}\), and 1011 cm\(^{-1}\). Slight differences in Raman shift may be attributed to the use of a different laser frequency at 785nm.

ハイパーステーン: The spectrum for hypersthene exhibits major peaks at 130 cm\(^{-1}\), 231 cm\(^{-1}\), 338 cm\(^{-1}\), 395 cm\(^{-1}\), 678 cm\(^{-1}\) and 1004 cm\(^{-1}\) our spectra showed major changes with orientation for the peaks at 395 cm\(^{-1}\) and 1004 cm\(^{-1}\) with some minor peaks disappearing at some orientations. Published spectra of hypersthene [35] exhibits a similar spectral pattern with major peaks at 228 cm\(^{-1}\), 335 cm\(^{-1}\), 392 cm\(^{-1}\), 674 cm\(^{-1}\)and 1003 cm\(^{-1}\), their spectral range begins at 200 cm\(^{-1}\) therefore the corresponding peak to our 130 cm\(^{-1}\) peak is not visible. Slight differences in shift may be attributed to laser frequency at 532nm.

ラ布拉ドライトとアナホルクラズ - The spectra of these minerals have 4 major peaks, with the labradorite peaks occurring at 180 cm\(^{-1}\), 282 cm\(^{-1}\), 482 cm\(^{-1}\) and 508 cm\(^{-1}\) and the anorthoclase peaks occurring at 170 cm\(^{-1}\), 282 cm\(^{-1}\), 475 cm\(^{-1}\) and 511 cm\(^{-1}\). The peak at 180 cm\(^{-1}\) in the labradorite spectrum exhibits changes in intensity with orientation as well as the minor peak at 407 cm\(^{-1}\). This is also observable with anorthoclase as the peaks at 170 cm\(^{-1}\) and 475 cm\(^{-1}\) showing changes in intensity as well as the minor peak at 406 cm\(^{-1}\). The feldspar minerals
were very difficult to analyse and exhibited high levels of fluorescence, especially in the higher Raman shift ranges. Earlier spectroscopic analyses of these minerals [30] show comparative peak locations with labradorite peaks at 181 cm\(^{-1}\), 281 cm\(^{-1}\), 484 cm\(^{-1}\) and 510 cm\(^{-1}\) and the anorthoclase peaks at 167 cm\(^{-1}\), 199 cm\(^{-1}\), 285 cm\(^{-1}\), 474 cm\(^{-1}\) and 513 cm\(^{-1}\). However they have detected extra peaks as fluorescence may have been reduced with the use of 514.5nm or 488nm laser.

**Olivine:** This mineral has 6 principal peaks at 131 cm\(^{-1}\), 247 cm\(^{-1}\), 378 cm\(^{-1}\), 340 cm\(^{-1}\), 574 cm\(^{-1}\), 742 cm\(^{-1}\) and 1014 cm\(^{-1}\) with minor changes in intensity for the peaks at 574 cm\(^{-1}\) and 742 cm\(^{-1}\) and the peak at 430 cm\(^{-1}\) disappearing with some orientations. This spectral pattern is also observed in published spectra, with main peaks at 249 cm\(^{-1}\), 590 cm\(^{-1}\), 764 cm\(^{-1}\) and 1013 cm\(^{-1}\) using a laser at 532nm [36] and 243 cm\(^{-1}\), 349 cm\(^{-1}\), 581 cm\(^{-1}\), 756 cm\(^{-1}\) and 1011 cm\(^{-1}\) from RRUFF database kaersutite R070128 [37].

**Muscovite:** In the lower Raman range the muscovite spectrum has major peaks at 196 cm\(^{-1}\), 262 cm\(^{-1}\), 408 cm\(^{-1}\) and 701 cm\(^{-1}\) (Fig.3b), comparable to published spectra [24, 25, 38]. Muscovite also exhibits a diagnostic peak in the higher Raman shift range at 3624 cm\(^{-1}\).

**Natrolite:** In the lower Raman shift range natrolite shows 5 main diagnostic peaks at 160 cm\(^{-1}\), 205 cm\(^{-1}\), 441 cm\(^{-1}\), 532 cm\(^{-1}\) and 1038 cm\(^{-1}\), with the peaks at 160, 441 and 1038 showing changes in intensity with different orientations and the peak at 185 showing major changes with the peak disappearing in some orientations. This is comparable to published data [32]. Natrolite also exhibits diagnostic peaks in the higher Raman shift range at 3212 cm\(^{-1}\), 3325 cm\(^{-1}\) and 3535 cm\(^{-1}\) (Fig. 3c).

**Nontronite:** In the lower Raman shift range the nontronite spectrum exhibits fluorescence, although distinguishing peaks are still visible at 164 cm\(^{-1}\), 237 cm\(^{-1}\), 285 cm\(^{-1}\), 418 cm\(^{-1}\) and 683 cm\(^{-1}\) with the peak at 285 changing in intensity with different orientations. This spectrum is comparable to spectra published in other work [39]. Nontronite also exhibits a diagnostic peak in the higher Raman shift range 3579 cm\(^{-1}\) (Fig. 3c).

**Olivine:** Two different samples of olivine of similar composition were analysed. Their spectra have major peaks at 605 cm\(^{-1}\), and 880 cm\(^{-1}\) (Fig. 3a) and the characteristic olivine doublet at 822 cm\(^{-1}\) and 854 cm\(^{-1}\). Fig. 3a also highlights the changes in the spectra as the crystal direction is changed, 605 cm\(^{-1}\) and 880 cm\(^{-1}\) disappear in some orientations while the peak at 822 cm\(^{-1}\) changes in intensity. A study [40] on magmatic and synthetic olivines produces peaks at different shifts with the olivine doublet at 816 and 844 owing to the use of a laser beam at 532.3nm frequency.

**Prehnite:** The principal peaks for prehnite occur at 317 cm\(^{-1}\), 387 cm\(^{-1}\), 520 cm\(^{-1}\), 934 cm\(^{-1}\) and 987 cm\(^{-1}\) with the peaks at 317 cm\(^{-1}\) and 520 cm\(^{-1}\) exhibiting changes in intensity with orientation whilst some minor peaks disappear in some orientations. This spectral pattern is consistent with published spectra [41]. In the higher Raman shift range prehnite also exhibits diagnostic peaks at 3462 cm\(^{-1}\) and 3481 cm\(^{-1}\) (Fig. 3c).

**Serpentine:** In the lower Raman shift range the serpentine spectrum exhibits high levels of fluorescence, drowning out the signal of most of the diagnostic peaks of the mineral. Several low intensity peaks are visible at 680 cm\(^{-1}\), 1111 cm\(^{-1}\), 1259 cm\(^{-1}\) and 1547 cm\(^{-1}\). In the higher Raman shift range two peaks at 3684 cm\(^{-1}\) and 3699 cm\(^{-1}\) are very clear (Fig. 3c), and correspond to published spectra [24]

**Interpretation: opportunities and challenges**
The minerals analysed in this study rendered spectra consistent with those published in the literature. This is significant for two important reasons: (1) regardless of the frequency of the beam used to excite the samples, diagnostic peaks of minerals are uniquely identifiable by their relative positions, with high degree of certainty; (2) it is unlikely that the chemical compositions of the mineral samples analysed in this study are exactly the same as those of minerals from other studies. Thus, Raman spectroscopy is sensitive to mineral structures, but not to minor chemical variability in minerals.

Both these points are fundamentally important for the purpose of using field Raman spectrometers in planetary exploration. Future field spectrometers will be built to accommodate a variety of tasks, and it may not be possible to equip them with multiple light sources. Knowing that the frequency of the laser beam does not significantly affect the pattern and sequence of diagnostic peaks in the spectra, it will be possible to compare spectra across libraries and databases, including those not collected for the specific purpose of the mission. Furthermore, the higher sensitivity of Raman spectra to structure rather than to exact chemical compositions will be an asset in studies of Martian minerals, which are probably higher in Fe than their terrestrial equivalents.

This second point, though, poses a challenge in the future geological interpretation of the spectra to be acquired on the Martian surface. In order to derive information about the pressure and temperature conditions of formation of the mineral assemblages, the chemical gradients and exact compositions of the mineral phases must be known. The Mg/Fe ratios of olivine samples have been determined from Raman spectra, by precise measurements of the strongest peaks [42]. It is not clear at this stage whether the same technique could be successfully applied to other minerals, but it is undoubted that minerals with more complicated structures and chemical compositions, which is the case of most of the hydrated minerals of interest for Martian exploration, present a much bigger challenge. Some field Raman spectrometers are designed to include a laser-induced breakdown spectroscopy (LIBS) system, to obtain major element concentrations [43]. Based on the information available at the time of writing, however, the Raman Laser Spectrometer (RLS) that will participate in the ExoMars mission (scheduled to land in 2018), will analyse samples after crushing and powdering them in the landing rover, which will not include a LIBS. In our follow-up work we will investigate how lack of information on the precise chemical composition of mineral species may affect geological interpretations, using terrestrial samples as analogues of Martian rocks.

Additional challenges are tied to fluorescence and orientation. Plagioclase is one of the principal primary components in basalts. In our laboratory study the samples of feldspar (labradoritic plagioclase and anorthoclase) proved very difficult to analyse owing to the strong fluorescence of the minerals. When analysing powdered rocks, essentially composed of mixtures of minerals, the presence in the mixed spectra of the fluorescing spectra of plagioclase could mask the peaks, making interpretation of the spectra impossible. Especially significant is the effect of plagioclase fluorescence on the identification and quantification of hydrated minerals: these have OH diagnostic peaks at Raman shift values > 3000 cm\(^{-1}\). This is the range of Raman shifts where plagioclase fluoresces more strongly.

An additional effect is due to the orientation of anisotropic minerals, as documented by the case of analcime, chabazite, clinopyroxene, hypersthene, labradorite, anorthoclase, kaersutite, natrolite, nontronite and prehnite. In our follow up study we will work on mineral mixtures to document thoroughly the orientation effect and its interpretative importance for future missions to Mars.
Conclusions

Raman spectroscopy is a very powerful non-destructive technique. It is extremely effective for the detection of micro-quantities of material without preliminary preparation, and is therefore suitable for inclusion in field instruments operated remotely. Raman spectrometers are also very versatile, and can be used to detect and identify any type of substance, solid, liquid or gaseous. However, application of field Raman spectrometry to the analysis of minerals contained in rocks requires calibration for many effects that, alone or in combination, may mask principal diagnostic peaks. In this study we showed fluorescence and mineral orientation, which will cause interpretative challenges for the data that will be acquired from the field Raman spectrometer on future Mars missions. We are performing additional investigations to constrain uniquely these effects in altered basaltic rocks in order to provide an interpretative framework for data returned from missions.
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Summary: Precipitation and water vapor play fundamental roles in the climate system, yet the relationship between the two only gained recent attention after Peters and Neelin [1] examined satellite retrievals of column integrated water vapor and precipitation. They analyzed microwave observations taken from the Tropical Rainfall Measuring Mission (TRMM) satellite and found a signature suggesting that a continuous phase transition takes place in this system, whereby the pickup in the mean precipitation is found with a corresponding peak in the variance at this pickup. Here I study the influence of measurement uncertainty on this relationship using four different precipitation retrievals from TRMM. I show that precipitation radar retrievals do not exhibit the expected form of a continuous phase transition in the precipitation and column water relationship. I discuss this result in the context of critical theory and its implications for the proposed precipitation phase transition. I show that geophysical measurement uncertainty must be carefully considered in situations where critical phenomena may be present.
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Introduction

In Earth's hydrological cycle, rainfall and atmospheric water vapor are important components [2] and understanding how these two constituents influence the hydrological cycle is an important challenge, particularly in the context of climate change and the climate system in general [3,4,5,6]. One method that has been used to understand the roles of rainfall and atmospheric water vapor is to examine instantaneous precipitation (P) as a function of column integrated water vapour (w) [7]. The resulting curve, which I call the P-w relationship, encodes important information about the nature of atmospheric convection and rainfall physics. This means that the P-w relationship can potentially shed light on the physical processes leading to rainfall in Earth's climate system.

Peters and Neelin [1] extended the work by Bretherton et al. [7] by examining the P-w relationship for instantaneous precipitation and column water vapour measurements from the tropical microwave imager (TMI) onboard TRMM [8]. They used Remote Sensing Systems (RSS) retrievals, where the column-integrated water vapour was retrieved in rainy and non-rainy scenes [9,10]. They found a strong upswing and then an apparent plateau in precipitation response for high column integrated water vapour values.

The curve Peters and Neelin [1] found seemed to exhibit the form of a continuous phase transition. The mean response in the precipitation matched the form P-(w-w_c)^α, where w_c is a critical amount of column-integrated water vapour and α is an empirically determined exponent, known as a critical exponent. In addition to this, the variance showed a peak at w_c.
such that a divergence in the variance (or susceptibility) was seen, i.e. $\chi^2 \sim 1/|w-w_c|^\beta$ near the critical value, where $\beta$ is another critical exponent. Further work showed the curves coalesce when separated by column averaged atmospheric temperature [11].

The power law behaviour of the mean response and the peak in the variance seemed to provide evidence for the presence of a second order continuous phase transition in the atmospheric column [12]. Observing these two features in combination typically implies that the system has undergone a phase transition and there has been a change in its stable thermodynamic state. For the P-w transition suggested by [1], one would interpret the state to change from non-raining to raining as the total column water vapour was increased past the critical value $w_c$, with the system showing large variability in between.

Phase transitions are normally examined in carefully controlled conditions where potential noise sources are reduced, as for example in liquid Helium measurements [13]. In remote sensing measurements, this is generally not possible and observations, generally, contain uncertainty [14,15,16,17]. The satellite retrievals of oceanic precipitation and column-integrated water vapour from TMI are known to contain uncertainty [9,10] and for these microwave measurements, this happens because a number of microwave sources are combined into a single brightness temperature observation.

Given that uncertainty is present in these measurements, it is natural to ask: Just how robust is the phase transition interpretation to the presence of uncertainty in the precipitation measurements? Here I will address this question by constructing the P-w relationship using four different precipitation retrieval algorithms using TRMM observations. In the remainder of this paper, I will discuss the observations and algorithms used from TRMM to construct the P-w relationship. I will then present these results and discuss the findings and their implications for the proposed convective phase transition.

**Observations**

In this section, I will discuss the observations used in this paper. The TRMM satellite has two instruments that are used to retrieve instantaneous surface rainfall, the TMI and the precipitation radar (PR). Of these instruments, the TMI passively observes the microwave brightness temperature at a number of frequencies and then uses this information to reconstruct the surface rain rate from inverse modelling. The PR on the other hand actively measures the amount of scatter from rain droplets, which is then converted to a surface rainfall rate. For both instruments, two different algorithms have been developed to retrieve surface rainfall.

For TMI, RSS has developed an algorithm [10] that essentially diagnoses cloud water and then scales this to a surface rain rate. Another algorithm using TMI alone, known as GPROF has also been developed [18]. This algorithm uses a database of cloud resolving simulations with microwave brightness predictions to optimally match the observations assuming the cloud-resolving simulations provide a reasonable approximation of precipitation characteristics. This approach thereby allows the identification of surface rainfall rates through the best match to the cloud-resolving simulations.

The PR based algorithms diagnose rainfall more directly than the TMI algorithms because of the active nature of the radar measurement. The standard algorithm to achieve a surface rain rate estimate is that of Iguchi et al. [19]. There is also another algorithm that uses the PR. This
is the combined PR and TMI algorithm of Masunaga and Kummerow [20]. The latter algorithm uses PR and TMI (called PR+TMI here) measurements to constrain the radar equation through an iterative approach that reduces the mismatch between the observations and the reconstruction.

For these precipitation retrievals, differences between TMI only and PR reconstructions can be large in cyclones [21]. In addition, validation of instantaneous rain rates shows TMI retrievals can underestimate rain rates, especially at extreme rain rates [22]. Given that there are differences between the validation of the TMI and PR algorithms in terms of instantaneous rain rates, how does this influence the P-w curves? I address this in the next section.

Precipitation Retrievals and the P-w Relationship

The original phase transition interpretation by Peters and Neelin [1] used the TMI rain rate retrieval from RSS along with the RSS water vapour retrieval. Since this time, however, TMI rain rate retrievals have been shown to contain substantial uncertainties for extreme rain rates [21,22], which may potentially influence the fluctuations in the mean response for the P-w relationship. Given the importance of the variance peak to the second order continuous phase transition interpretation, I examine this quantity and the mean response across the four precipitation retrieval algorithms from TRMM.

Fig. 1 shows the P-w relationship derived from TRMM using the four different rain rate algorithms. All panels use the RSS w retrieval. The figure shows both the mean and the variance of the response for the (a) RSS retrieval, (b) GPROF algorithm, (c) PR retrieval, and (d) the PR+TMI retrieval. Each panel shows satellite swath (level 2) data from 2006 to 2011, selected for high quality retrievals, then averaged to a 0.5° by 0.5° grid. The grid is then masked so that all four data sets contain the same measurements, and is lastly combined from 20S to 20N where the average is taken and shown in Fig. 1. This procedure is equivalent to that from Peters and Neelin [1].

The mean curves of Fig. 1 (solid lines) show generally good agreement amongst the four different retrievals; however, differences are seen in the plateau at high w values. The microwave only retrievals in Fig. 1(a,b) show higher slopes in this region than the PR retrievals in Fig. 1(c,d) which are flatter. Otherwise, the four different retrievals agree about the location of the upswing in the mean response.

For the precipitation variance in Fig. 1, comparing the four different retrievals shows rather different behaviour amongst the retrievals. The PR+TMI retrieval in Fig. 1(d) does not show a reduction in the variance but remains flat as w is increased past the upswing in mean precipitation. This obviously disagrees with the RSS TMI retrieval in Fig. 1(a), which shows a peak at the location of the upswing and then a reduction for high w values. The GPROF retrieval in Fig. 1(b) shows behaviour similar to RSS, and the PR only retrieval from Fig. 1(c) also shows similar behaviour to the PR+TMI with no clear peak in the precipitation variance.
Fig. 1: The $P$-$w$ relationship as observed from TRMM using four different precipitation retrieval algorithms. Shown are the mean (solid black line) and variance (dashed blue line) for instantaneous rain rate $P$ retrievals. TMI only based retrievals are given by the (a) RSS and (b) GPROF algorithms. PR based retrievals are shown in (c) using only the PR and (d) the combined PR and TMI retrieval. Algorithm versions are also shown. All panels use the TMI RSS algorithm for column integrated water vapour $w$. Data is averaged to 0.5° square grids before being combined over the tropics (20°S to 20°N). The mean and variance are represented by the left and right axes respectively.

Discussion

When instantaneous rainfall rates from the TMI are compared with ground based instantaneous rain rate estimates, it is found that TMI retrievals can saturate at rain rates of 10-20 mm/hr [10,23]. This means that the TMI retrievals have a substantially reduced dynamic range in their precipitation retrieval characteristics. The dynamic range reduction can be up to a factor of 10 when compared to the PR [21]. This can be understood by noting that the PR uses a much more direct method of measuring rainfall, whereas TMI must deconstruct a number of sources in its single microwave brightness measurement. Validation against instantaneous rainfall rates does show the PR based retrievals have a realistic dynamic range and the PR+TMI retrieval is generally the most accurate at high rain rates [22].
Since the PR+TMI retrieval has a much more realistic dynamic range than the RSS TMI retrieval at extreme rain rates, how does this reduced dynamic range of RSS TMI influence the P-w curves? Fig. 1 showed the mean response is similar amongst all retrievals, which is likely due to the excellent calibration performed by RSS, thereby providing good representations of averaged quantities. However, for the variance in the presence of a reduced dynamic range, one would expect the variance curve to be reduced somehow. In the context of the RSS P-w curve, this reduced dynamic range in the RSS product occurs for high rain rates, i.e. above the threshold or critical value in the P-w curve. This will therefore naturally lead to a reduction in the variance past the so-called critical point.

Examining the RSS variance curve in Fig. 1(a) shows an increase leading up to $w_c = 66$ mm and then a reduction past this point creating a peaked variance. This reduction is a direct result of the reduced dynamic range of the RSS TMI precipitation retrieval. This reduction is not seen in the PR or PR+TMI retrievals. Since the PR-based retrievals exhibit the best ground validation, the peak in the P-w variance curve, which is vital for the second order continuous phase transition interpretation of the P-w relationship, is seemly absent from the observations when using the PR to estimate the instantaneous rainfall rate at the surface.

For the mean response, differences are seen between the TMI and PR based algorithms at high $w$, with the PR based algorithms having a lower mean response and being generally flatter at high $w$. These differences are most likely because the PR more directly measures actual rain rates and thereby does not spread high rain rates over larger spatial regions with similar $w$ values. Such spatial spreading, which would enhance the mean response at high $w$, could potentially occur for RSS and GPROF (both TMI-based algorithms) through beam filling of the microwave observations or degeneracies in the inverse modelling that are not broken by the available microwave channels. For the RSS algorithm in particular, the employed scaling of observed cloud water could potentially provide this effect because we would generally expect thick clouds over large regions during extreme precipitation events (especially in cyclones) and not just at the site of the extreme rainfall event.

Measurement uncertainty in $w$ from the RSS algorithm has been characterized in [10] and is Gaussian with a standard deviation of 1 mm in non-rainy scenes and 3 mm in rainy scenes over the tropics. These errors will not have a substantial influence on this work because they do not change the suppressed dynamic range of the TMI retrievals relative to the PR and ground-based validation. These errors will change the number of counts at high $w$ (with larger errors increasing the number of counts), which in turn will extend the plateau and/or flatten the mean response at high $w$. Only the RSS retrieval of $w$ in rainy scenes has been validated, meaning there is no second independent $w$ retrieval to use for comparison.

**Conclusion**

This work has shown that when using four different retrieval algorithms to construct the P-w relationship the mean response between the algorithms was generally consistent. However, for the variance of the P-w relationship, quite different responses were found. The RSS TMI retrieval, due to the presence of rain rate saturation at high rain rates, had a variance that reduced. On the other hand, when the PR-based algorithms are used for the rain rate retrieval in the P-w relationship, the variance peak, which is found for the TMI and is paramount for the second order continuous phase transition interpretation, is absent from the observations. Since the PR has a larger and substantially more realistic precipitation range than the RSS
TMI retrieval, this indicated that the microwave retrievals could mimic a second order continuous phase transition because of saturation at extreme rain rates.

An important question remains, and that is whether the second order continuous phase transition is present in Earth's atmosphere? Based on this work it seems unlikely that such a phase transition is present because the PR does not exhibit a variance peak and has a much better validation than TMI. This work instead suggests that the atmosphere retains high precipitation variability at high column water vapour values in the tropics.

Further observational improvements in our understanding of the P-w relationship will most likely come from experimental studies where the size of the measurement uncertainty in precipitation is reduced. The upcoming Global Precipitation Mission, which will fly with an improved microwave imager and updated radar, is well placed to improve our understanding of the P-w relationship. Given the highly variable precipitation response found here at extreme column water vapour values, more accurate measurements of instantaneous rainfall rates from the Global Precipitation Mission will provide increased knowledge of this variability inside and outside of the tropics.
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Summary: In coming years, the first truly Earth-like planets will be discovered orbiting other stars, and the search for signs of life on these worlds will begin. However, such observations will be hugely time-consuming and costly, and so it will be important to determine which of those planets represent the best prospects for life elsewhere. One of the key factors in such a decision will be the climate variability of the planet in question - too chaotic a climate might render a planet less promising as a target for our initial search for life elsewhere.

On the Earth, the climate of the last few million years has been dominated by a series of glacial and interglacial periods, driven by periodic variations in the Earth's orbital elements and axial tilt. These Milankovitch cycles are driven by the gravitational influence of the other planets, and as such are strongly dependent on the architecture of the Solar system.

Here, we present the first results of a study investigating the influence of the orbit of Jupiter on the Milankovitch cycles at Earth - a first step in developing a means to characterise the nature of periodic climate change on planets beyond our Solar system.
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Introduction

Ever since we first looked at the night sky, mankind has asked the question “Are we alone?”. Until just two decades ago, the answer to that question was solely the preserve of fiction, fantasy, speculation and faith – we knew of no planets beyond our Solar system. As such, it was an open question as to whether our Solar system was a fluke, miraculously alone in the universe, or whether planets were instead common around other stars.

The discovery of the first planets orbiting other Sun-like stars (e.g. [1][2][3]) was a watershed moment. Over the years, an ever-growing catalogue of exoplanets have been discovered1, and have revealed that the variety of planets orbiting other stars is far more diverse than we could ever have imagined – ranging from Jupiter and Earth-sized planets that orbit within a million kilometres of their host star’s surface (e.g. [4][5][6]), to planets orbiting binary stars (e.g. [7][8]), proposed “diamond planets” (e.g. [9][10]), and even a few moving on highly eccentric orbits reminiscent of the comets in our own Solar system (e.g. [11]). Coupled with our ever increasing understanding of our own Solar system (e.g. [12][13][14]), these discoveries have revolutionised our understanding of the formation and evolution of planetary systems (e.g. [15][16][17]).

1 For an up-to-date tally of the number of known exoplanets, we direct the interested reader to the two main catalogues of exoplanets on the internet – http://exoplanets.org/ and http://exoplanet.eu/ . As of 1st November, 2013, these websites give the current tally of “confirmed” exoplanets as 755 and 1038, respectively.
In the coming years, it is highly likely that we will discover the first truly Earth-like planets\(^2\) orbiting nearby stars, and the search for life beyond our Solar system will be able to begin in earnest. However, the observations required to detect evidence of life on Earth-like planets orbiting other stars will be hugely time-consuming and costly – which will in turn mean that we will only be able to focus on the few most promising targets, at least in the early part of that search. So how will we chose which of those exo-Earths we should target in the search for life? Clearly, the proximity of the various exo-Earths to our Solar system will be an important factor in any decision – the closer an exoplanet to Earth, the more widely it will be separated from its host star, and the easier it will therefore be to observe. There are, however, a variety of additional factors that will play an important role in determining which of the exo-Earths we discover are the most promising targets for the search for life (e.g. [18][19]).

One factor which will play an important role in any decision on exo-Earth suitability is the climatic stability of that planet. It is reasonable to assume that life will have the greatest chance of becoming established and thriving on a planet with a relatively quiescent climate. In contrast, planets whose climates oscillate dramatically and rapidly will likely represent poor targets for our initial search for life. It is well established that the Earth’s climate varies on timescales of tens and hundreds of thousands of years as a result of variations in our planet’s orbit driven by the gravitational influence of the other planets in our Solar system. The Earth’s orbit twists and flexes as it is pulled around by the other massive objects in the Solar system, which results in long-term variations in the amount of energy the Earth receives from the Sun, averaged over any given year. These oscillations, known as the Milankovitch cycles, were first recognised in the late 19\(^{th}\) and early 20\(^{th}\) Century (e.g. [20][21][22]), and are thought to have driven the recent series of glacial and interglacial periods that have occurred over the last few million years (e.g. [23][24]).

Beyond the most recent ice age, there is evidence that the Earth has experienced at least four other periods of glaciation through its history. The Huronian glaciation, over two billion years ago, is thought to have lasted approximately 300 Myr, and may well have been linked to the evolution of photosynthesis (which would have removed a significant amount of greenhouse gas from the atmosphere, causing the planet to cool) [25]. More recently, the Sturtian and Marinoan glaciations (~750-700 Myr and 635 Myr ago; [26][27]) are thought to have been some of the most extensive glaciations in our planet’s history – the archetypal “snowball Earth” events. It is almost certain that, during these periods of global glaciation, the Milankovitch cycles will have played an important role in driving the backward and forward march of the ice-caps on timescales of tens and hundreds of thousands of years. Indeed, studies of the glaciation that occurred at the end of the Ordovician and in the early Silurian periods (c.a. 445 Myr ago; [28]) have shown strong evidence of cyclical variations that can best be explained by the Milankovitch cycles of the time (e.g. [29]).

Whilst for the Earth, the periodic orbital variations induced by the other planets are relatively small, the same cannot be said for the planet Mercury. At the current epoch, Mercury moves on an orbit with eccentricity approximately 0.21. On timescales of hundreds of thousands of years, Mercury’s orbital eccentricity varies dramatically – at times falling so low as to put the planet on a circular orbit, whilst at other times being driven as high as 0.45 (e.g. [30][31]). Were the Earth’s orbital excursions equally extreme, there would be times when our planet’s orbit would take it significantly closer to the Sun than the planet Venus, at perihelion, and out almost to the orbit of Mars, at aphelion. Such a situation would clearly have deleterious

---

\(^2\) i.e. planets of comparable size and mass to the Earth, orbiting at a suitable distance from their host star such that liquid water could be present and stable upon their surface.
effects on our planet’s climate, and would likely render it a less hospitable place for the development of life.

In this work, we present the preliminary results of a study that aims to categorise the influence of the giant planet Jupiter’s orbit on the scale and speed of the Milankovitch cycles experienced by the Earth. The key goal of this work is to build expertise that will allow future studies to determine the Milankovitch cycles that would be experienced by any newly discovered exo-Earths, in order to help determine which would be the most promising targets for the search for life. In section two, we describe our methodology, before presenting our preliminary results in section three. Finally, in section four, we conclude with a discussion of the future direction of our research project.

Testing Jupiter’s Role

To examine the influence of Jupiter’s orbit on the amplitude and frequency of the Milankovitch cycles of the Earth, we used the Hybrid integrator within the n-body dynamics package MERCURY [32], which has been widely used to address questions in Solar system astronomy, exoplanetary science and astrobiology (e.g. [33][34][35]). In order to properly account for the effects of general relativity on the orbit of the planet Mercury, we used a version of the MERCURY code that had been modified to take account of the relativistic correction to Mercury’s orbital motion. We then set up a total of 39,601 unique simulations, each of which ran for a simulation period of one million years, from the current epoch forward in time. In each simulation, the initial orbits of Mercury, Venus, Earth, Mars, Saturn, Uranus and Neptune were held constant at their current values. The initial orbit of Jupiter, however, was systematically varied in semi-major axis and eccentricity. In total, we tested 199 unique values of the initial Jovian semi-major axis, ranging from 4.20336301 to 6.20336301 AU, in equal steps (i.e. covering a range ±1 AU from the orbit of Jupiter in our Solar system, at \(a = 5.20336301\) AU). At each of these Jovian semi-major axis values, we test 199 unique orbital eccentricities, distributed evenly between 0.0 and 0.2 (for reference, the current value of Jupiter’s orbital eccentricity is 0.04839266)\(^3\). The orbital elements for the eight planets were recorded at 100 year intervals for the duration of the 1 Myr integrations.

Once the simulations were complete, we used the results to create maps of the variability of the Earth’s orbital elements as a function of Jupiter’s initial orbit, building on earlier work creating dynamical maps of exoplanetary systems and the orbits of Solar system objects (e.g. [36][37]). These maps provide a quick visual guide to the degree of variability in the Earth’s Milankovitch cycles that can result from small scale changes to the orbit of Jupiter, and we present a number of examples of such plots in the next section.

Preliminary Results

In Figure 1, we present four exemplar plots that reveal how moderate changes to Jupiter’s orbit can have significant effects on both the periodicity and the amplitude of the Milankovitch cycles experienced by the Earth. In that figure, the left hand panels show the evolution of the Earth’s orbital eccentricity (top) and inclination (bottom) for a period of one million years in a Solar system where Jupiter occupies its current orbit around the Sun. The right hand panels show the variation of the same variables for a Solar system that differs from the first only in the initial eccentricity of Jupiter’s orbit. In the right hand panels, rather than

\(^3\) The orbital elements for the eight planets were taken from [http://www.met.rdg.ac.uk/~ross/Astronomy/Planets.html](http://www.met.rdg.ac.uk/~ross/Astronomy/Planets.html), and are valid for epoch JD 2451545.0 (i.e. January 1.5, 2000, UT).
Jupiter starting on the low eccentricity orbit we see in our Solar system ($e \approx 0.048$), the giant planet instead moved on an orbit with an initial eccentricity 0.2 (still far less than the eccentricities proposed for a number of candidate exoplanets; e.g. [38][39]). As can be seen, the variations in Earth’s orbital eccentricity differ greatly in scale between the two scenarios (with the high eccentricity Jupiter driving oscillations approximately five times larger than those in our Solar system). On the other hand, inclination variations are comparable in scale between the two scenarios, but the more eccentric Jupiter forces the Earth’s orbital inclination to vary at a higher frequency than observed in the Solar system. Whilst these are just the results of two simple simulations, they serve to illustrate the effect that variations in the orbits of the other planets can have on the Milankovitch cycles at Earth.

Fig. 1: The evolution of the eccentricity (top) and inclination (bottom) of the Earth’s orbit, for a period of one million years. The left hand plots show the variations in eccentricity and inclination for the Solar system as we know it today, with Jupiter on its current orbit. Those to the right show the variability if Jupiter instead moved on an initial orbit with eccentricity 0.2, but with all other orbital parameters the same as their current values.

In Figure 2, we show the variation in the maximum value of orbital eccentricity achieved by the Earth over the one million years of integration time, as a function of Jupiter’s orbital eccentricity and semi-major axis. Since the maximum eccentricities achieved by the Earth spanned almost two orders of magnitude, the data is plotted in a logarithmic colour scale, with the most eccentric solutions being displayed in red, and the least eccentric shown in blue. It is immediately apparent that the evolution of Earth’s eccentricity varies dramatically as a function of Jupiter’s initial orbit. More surprisingly, the plot reveals a great deal of fine structure in the eccentricity evolution of the Earth. Rather than the smooth variation from more stable to less stable orbits that one might expect as Jupiter is moved around, we instead see bands of relatively strong instability and stability running from left to right across the
The broad pattern is simple and relatively clear cut – as Jupiter is moved outward, towards the orbit of Saturn, the typical maximum eccentricities experienced by the Earth increase. Similarly, there are more cases where the Earth’s eccentricity is driven to large values when Jupiter starts on an eccentric orbit than when it begins on a near circular orbit. However, the fine structure revealed in Fig. 2 shows that, beyond these general, broad brush stroke results, the influence of Jupiter on Earth’s orbital eccentricity is actually remarkably complex. There are regions with relatively small excursions for scenarios where Jupiter is both distant from the Sun and relatively eccentric (such as the tongue of blue that extends to the right at an initial eccentricity of ~0.16), and others where the Earth experiences large orbital eccentricities when Jupiter is on a near-circular orbit, close in to the Sun (e.g. the tongue of yellow extending to the left at the bottom of the figure). The cause of this fine structure remains to be tied down, but it seems most likely to be the result of long-term secular effects – and possibly the shifting of multi-body secular resonances as a function of Jupiter’s orbital eccentricity (e.g. [40]). Were the variations instead the result of mean-motion resonant\(^4\) interactions between Jupiter and other planets in the system, one would instead expect to see vertical structure in the figure, since mean-motion resonances are purely a function of heliocentric distance. It is also apparent that, although our Solar system (marked by the hollow circle) falls in a region of only moderate variability in eccentricity for the Earth, there are many architectures for the Solar system that would feature significantly smaller excursions in eccentricity for our planet.

\[\text{Fig. 2: The maximum eccentricity of the Earth’s orbit obtained over a period of one million years as a function of Jupiter’s initial orbital eccentricity and semi-major axis. For each of the 39,601 simulations shown here, the only variables changed in the initial conditions were}\]

\(^4\) A mean motion resonance between two bodies occurs when their orbital periods are an integer ratio of one another. The most famous mean motion resonance in our Solar system is that between Neptune and the dwarf planet Pluto. Pluto completes two orbits in the time it takes Neptune to complete three. Even though the orbit of Pluto crosses that of Neptune, their commensurate orbital periods prevent their ever experiencing sufficiently close encounters to disrupt their orbits. Further discussion of resonant orbital behaviour is beyond the scope of this work, but we direct the interested reader to e.g. [41], [42] and [43] for further discussions of orbital resonance and our Solar system.
Jupiter’s semi-major axis and eccentricity – the initial orbits of the other planets were held constant across the suite of integrations. The hollow circle shows the location of Jupiter’s orbit within our Solar system.

In Figure 3, we present the variability of the maximum inclination of the Earth’s orbit as a function of Jupiter’s initial semi-major axis and eccentricity. Here, the variability is much less pronounced than was the case for the Earth’s orbital eccentricity. Despite this, a number of similar features are shown, with fingers of increased inclination variability running from left to right in the plot. Once again, a concentration of solutions that feature relatively extreme excursions in the Earth’s orbital inclination are concentrated at low Jovian eccentricities, for scenarios where the giant planet is located beyond around 5.5 AU from the Sun.

![Fig. 3: The maximum inclination of Earth’s orbit over a period of one million years as a function of Jupiter’s initial orbital eccentricity and semi-major axis. The hollow circle again marks the location of Jupiter’s orbit in our own Solar system.](image)

Figure 4 shows the manner in which the maximum rate of change of the Earth’s orbital semi-major axis varies as a function of Jupiter’s eccentricity and orbital radius. In the great majority of cases, the Earth did not experience significant excursions in orbital radius – but although the results here are significantly more noisy than those presented in Figures 2 and 3, similar features are once again visible, with fingers of increased instability stretching from right to left across the figure. It is interesting to compare the results shown in Figures 2 and 4. There are a number of similarities between the two (such as the region of enhanced variability that surrounds the location of our Solar system on three sides). However, although the general structure of the two figures is very similar, it is noticeable that the strength of the different features in different locations varies significantly between the two plots. Compare, for example, the two broad regions of enhanced variability at both high Jovian eccentricity and semi-major axis, at the top right hand corner of both figures. Though the two bands of variability that are visible there display the same sculpting in both figures, the lower of the two results in far more intense variability in the eccentricity of the Earth’s orbit, whilst the upper yields far faster variability in the Earth’s semi-major axis.
The maximum rate of change of the Earth’s semi-major axis over a period of one million years, as a function of Jupiter’s initial orbital eccentricity and semi-major axis, in units of \( \log_{10} (\text{AU/yr}) \). Variations in the semi-major axis of the Earth were relatively small, but the figure shows how minor variations in Jupiter’s initial orbit can cause the rate of that change to vary by up to four orders of magnitude.

Conclusions

We have presented the preliminary results of a study that will investigate the influence of the orbit of the giant planet Jupiter on the Milankovitch cycles experienced by the Earth. Our results show that both the amplitude and frequency of the Milankovitch cycles would vary strongly as a function of Jupiter’s semi-major axis and eccentricity. Whilst one might expect that those variations would be relatively smooth and easy to predict, we instead find that a great deal of fine structure is present – with Solar systems that differ by only minor changes in Jupiter’s semi-major axis or eccentricity displaying significant differences in the strength and periodicity of the Milankovitch cycles.

The next step in this work is to carry out more detail, and longer, simulations of our Solar system. It is possible that our choice to limit our preliminary tests to just one million years of run time will have abridged the longer-period oscillations for some of the more stable systems tested. As a result, we intend to perform simulations that last for an order of magnitude longer over the coming months, using UNSW’s Katana supercomputing cluster. It is also apparent from our plots (Figures 2 – 4), that there is significant noise around the more unstable solutions tested. We note that a number of our integrations resulted in critically unstable systems, in which one or other of the Solar system’s planets were ejected or collided with one another within our 1 million year time frame. Clearly, such unstable systems can result in dramatic variations in the Earth’s orbital elements, even when it is not the planet removed in this way – and this is the main reason for the speckle visible towards the highest eccentricities and semi-major axes. We will therefore more than quadruple our resolution in the new suite.
of runs – testing 159,201 unique architectures for our planetary system, rather than the 39,601 presented in this work. In addition to calculating the variation of the Earth’s orbital elements as a function of time, we will also examine the precession of Jupiter’s orbit, which will no doubt vary significantly as a function of its initial semi-major axis and eccentricity. Given the precessional frequency of Jupiter’s orbit, it will be possible to determine the stability (or instability) of the Earth’s obliquity, following the procedure detailed in [44].

Once those simulations are complete, we will collaborate with colleagues at UNSW’s Climate Change Research Centre to bring together our dynamical models of the Solar system with simple climate models, in order to assess the degree to which the observed changes in the Earth’s orbit across the variety of Jovian orbital architectures studied would affect the climate of the Earth. This will allow us to get a true handle on the importance of planetary architecture as a drive for the climate of exo-Earths, allowing us to build a toolset that will facilitate the study of such planets as and when they are discovered in the coming years.

The long-term goal of this work is to provide a mechanism by which the climatic variability of newly discovered exo-Earths can be estimated, allowing the potential habitability of those worlds to be assessed. Such assessment will form a critical component of the target selection process for the search for life on planets beyond our Solar system. Since the observations that will be required in order to carry out that search will be extremely challenging, it will not be possible to search more than the best few candidates, and so it is imperative that every avenue be explored in order to ensure that we can best select the most promising targets to go forward with the search (e.g. [18][19]).
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Summary: The Murchison Widefield Array radio telescope (MWA), situated on the Murchison Radio Observatory (MRO) in Western Australia, has recently commenced operations. This instrument operates over the frequency range 80-300 MHz. Further, the MRO is also the site chosen to host the low-frequency component of the Square Kilometre Array, radio telescope (SKA). Each instrument is susceptible to scintillation caused by fluctuations in ionospheric plasma density and Faraday rotation of incoming signals caused by the interaction of low-frequency radio waves with dissociated electrons in the ionosphere. Observations of these parameters over several years, across periods of both subdued and elevated solar activity have demonstrated markedly differing regimes. High-precision GPS systems, combined with purpose-written data acquisition software (SCINDA), have enabled investigation of various phenomena including the effect of solar storms on the ionosphere at highly resolved time-scales. We report on aspects of phenomena observed and their significance to low-frequency radio astronomy and note that conditions of very low scintillation encountered support the decision to site world-leading instruments on the MRO.

Keywords: ionosphere, radio-astronomy, scintillation, TEC, MWA, SKA.

Low-Frequency Radio Astronomy at the Murchison Radio Observatory

The MWA is a low-frequency, aperture-synthesis, tile-based array that comprises 2,048 crossed-dipole antennas mounted on 128 tiles arrayed in a dithered Reuleaux formation, (Lonsdale, Cappallo et al. 2009) (Tingay, Goeke et al. 2012). The MWA achieved first light with an array of three tiles located on Mileura Station in March 2005 (Bowman, Barnes et al. 2007), (Bhat, Wayth et al. 2007) and is now a commissioned observatory.
The MWA is an exemplar for facilities that are currently operational, such as LOFAR in the Netherlands, or being planned, such as the Square Kilometre Array, low-frequency component, planned also for the MRO. The requirements of this instrument in respect of calibration of the ionosphere are typical for comparable arrays.

**Radio Telescope Ionospheric Calibration**

The MWA requires the ionospheric contribution to image degradation be mitigated through accurate calibration. Self-calibration employs a process called peeling and is sufficient for certain classes of observation (Mitchell, Greenhill et al. 2008). Peeling in this implementation is a real-time interferometric technique that has been observed to perform well under various ionospheric conditions. The calibration system of the MWA measures the apparent angular offsets of calibrators induced by the ionosphere. Models of the ionosphere and of instrument response are fitted to images to remove offsets. This operation proceeds with a cadence of 8 seconds. Data streaming from the array are not stored due to the volumes involved (19 Gbs from the correlator). Corresponding maps of ionospheric relative, total electron content (TEC) are produced. This capability also promotes use of the MWA in mapping of the ionosphere. Absolute calibration, which requires accurate knowledge of the ionospheric absolute total electron content (aTEC), is required for other important classes of observation, in particular those involving measures of Faraday rotation such as galactic magnetic field studies (Bowman, Cairns et al. 2013). The polarisation angle of a linearly polarised radio signal is rotated in transiting the ionosphere, proportional to frequency of the signal. The amount of rotation, the rotation measure (RM), is a function of ionospheric aTEC and the magnetic field strength integrated along the line of sight (Oberoi and Lonsdale 2012):

\[
RM = \frac{e^5}{8\pi^2\varepsilon_0 m^3 c^3} \int N_e(\mathbf{r}) \mathbf{B}(\mathbf{r}) \cdot ds
\]

where \(N_e(\mathbf{r})\) is the electron density at the position vector \(\mathbf{r}\) and \(\mathbf{B}\) is the magnetic field strength along the line of sight at location \(\mathbf{r}\). Therefore, knowledge of the free electron content of the ionosphere is required in order to determine the ionosphere’s contribution to signal Faraday rotation, given as:

\[
FR = RM \times \lambda^2
\]

Absolute TEC measured by us over several years is shown in Figures 2(a) and 2(c). However, the sky visible to the MWA exhibits varying qualities across a large field of view (610 deg at 150 MHz). Fluctuations in electron density induce amplitude and phase variations in signals received at the observatory (Kung Chie and Chao-Han 1982). Scintillation measured by dual-frequency GPS systems over the same interval as above, are shown in Figures 2(b) and 2(d). These are calculated as the normalised variance of the intensity of this received signal \(I\):

\[
S_4 = \sqrt{\frac{\langle I^2 \rangle - \langle I \rangle^2}{\langle I \rangle^2}}
\]

and known as the \(S_4\) index.

Tables 1(a) and 1(b) display effects imposed by the ionosphere on radio astronomy:
The Southern, Mid-latitude Ionosphere

The southern, mid-latitude ionosphere has been studied over an extensive period, (Bowman 1981, Hajkowicz 1994). When therefore, recommendations were sought regarding suitable locations in Australia for siting of the Square Kilometre Array (SKA) radio telescope, the region in the mid-west of Western Australia that was eventually chosen was expected to exhibit very low levels of scintillation (Kennewell, Caruana et al. 2005) and such is our experience. As part of the initial site selection process, TEC and scintillation were modeled at the location of the Murchison Radio Observatory. Under conditions of low sunspot number, which existed at the time of this initial study (as opposed to current conditions, under which this study is continuing) TEC values were expected to be quite low, up to 20 TECU over an annual cycle. Corresponding scintillation was expected to be extremely subdued and smooth. The location for the observatory was chosen in part because, as a mid-latitude, southern hemisphere site, low ionospheric turbulence was expected. However, the total electron content of the ionosphere varies markedly not only over the course of a day but annually and over a solar (activity) cycle, as displayed below in Figures 2(a) and 2(c).

As shown in Figures 2(a) and 2(c), the index F10.7 is a measure of the sun’s electromagnetic activity at wavelengths that produce photoionisation of the ionosphere, the index Ap is the three-hourly measure of geomagnetic activity.

Whereas a great deal of fine structure is observed in the plots in Figures 2(a) and 2(c), variation in parameters over much smaller scales than those discernible here occur from moment to moment over the course of a single day or a few days (Fig. 3).
Figures 2(a), 2(b): Absolute total electron content (aTEC) and scintillation indices ($S_4$) consecutively of the ionosphere above the Murchison Radio Observatory (MRO) during an epoch of low solar activity over the period 2008-2009.
Figures 2(c), 2(d): Absolute total electron content (aTEC) and scintillation indices (S4) (consecutively) of the ionosphere above the Murchison Radio Observatory (MRO) during an epoch of high solar activity over the period 2012-2013 (continuing into the present).
Figure 3: The effect on ionospheric TEC of a geomagnetic storm that occurred on March 17th, 2013. Geomagnetic activity was responsible for depletion of the ionospheric plasma on March 18th.

Through the use of distributed, high-fidelity GPS systems, the propagation of ionospheric disturbances are detectable. Two dual-frequency systems running purpose written software (SCINDA), (Carrano, Anghel et al. 2009), situated approximately 400 km apart on a north-south transect, recorded the effect on ionospheric TEC of the March 17th event (Fig. 4).

Figure 4: Absolute TEC values produced using purpose written software (SCINDA) on data recorded by high-fidelity GPS systems at two widely separated locations, superimposed with magnetometer readings captured at the Learmonth Solar Observatory, Learmonth, Western Australia, indicating a significant geomagnetic storm event. One system (mw2, lat. -26.984°, long. 116.535°) is located on the MRO, the other (mec, lat. -31.639°, long. 116.989°) on the Australian Space Academy campus at Meckering, Western Australia.

Figure 5 displays celestial object offsets derived from an actual observation conducted with the MWA precursor instrument, the MWA 32 Tile Array (32T). Vectors effectively display the magnitude of the positional offset of observed sources when compared to a known catalogue, the Molonglo Reference Catalogue.
Figure 5: Spatial offsets between the position of sources imaged by the MWA (32T) and sources for which matches were found in the Molonglo Reference Catalogue (MRC). These vectors effectively demonstrate the variability in the scene attributable substantially to the effect of the ionosphere on incoming radio signals (Williams, Hewitt et al. 2012).

Ionospheric TEC varies markedly between periods of low and high solar activity. Histograms of TEC data captured over those epochs corresponding to those of Figure 2 are given in Figures 6(a) and 6(b).

Figures 6(a), 6(b): Histograms of TEC data captured over the years (a) 2008/2009 and (b) 2012/2013 respectively.

Discussion

The MWA is a low-frequency radio array that exhibits a wide field of view, high spatial and temporal resolution and simultaneous imaging capabilities, allowing high time-resolution imaging of transient events, daily observations of the sun with unprecedented capability (Oberoi, Matthews et al. 2011) and long integration time science, as required by epoch of re-
ionisation (EOR) studies. In order however, to fully achieve the observatory’s potential, careful attention must be paid to the dynamics of the local ionosphere over both short (seconds) and long (days) intervals and steps taken to remove the degrading effects of the ionosphere’s free electrons.

Figures 2(a), (b), (c) and (d) illustrate the response of the ionosphere under conditions of differing solar activity, proxies of which are represented by the F10.7 and $A_p$ indices. Solar emissions capable of ionising molecular species that form Earth’s ionosphere are represented by the 10.7 cm (2800 MHz) solar radio flux in units of $10^{-22}$W m$^{-2}$ Hz$^{-1}$ (F10.7). This emission is strongly associated with solar plage, those regions observed in the Sun’s chromosphere associated with strong bunching of magnetic field lines. These are non-uniformly distributed across the solar sphere and therefore result in a periodic emission that is clearly observed in the F10.7 values exhibited during heightened solar activity (Fig. 3(c)).

Figures 2(b) and 2(d) illustrate the response of the ionosphere under conditions of differing solar activity, proxies of which are represented by the F10.7 and $A_p$ indices. Solar emissions capable of ionising molecular species that form Earth’s ionosphere are represented by the 10.7 cm (2800 MHz) solar radio flux in units of $10^{-22}$W m$^{-2}$ Hz$^{-1}$ (F10.7). This emission is strongly associated with solar plage, those regions observed in the Sun’s chromosphere associated with strong bunching of magnetic field lines. These are non-uniformly distributed across the solar sphere and therefore result in a periodic emission that is clearly observed in the F10.7 values exhibited during heightened solar activity (Fig. 3(c)).

Figures 2(a), (b), (c) and (d) illustrate the response of the ionosphere under conditions of differing solar activity, proxies of which are represented by the F10.7 and $A_p$ indices. Solar emissions capable of ionising molecular species that form Earth’s ionosphere are represented by the 10.7 cm (2800 MHz) solar radio flux in units of $10^{-22}$W m$^{-2}$ Hz$^{-1}$ (F10.7). This emission is strongly associated with solar plage, those regions observed in the Sun’s chromosphere associated with strong bunching of magnetic field lines. These are non-uniformly distributed across the solar sphere and therefore result in a periodic emission that is clearly observed in the F10.7 values exhibited during heightened solar activity (Fig. 3(c)).

Figures 2(a), (b), (c) and (d) illustrate the response of the ionosphere under conditions of differing solar activity, proxies of which are represented by the F10.7 and $A_p$ indices. Solar emissions capable of ionising molecular species that form Earth’s ionosphere are represented by the 10.7 cm (2800 MHz) solar radio flux in units of $10^{-22}$W m$^{-2}$ Hz$^{-1}$ (F10.7). This emission is strongly associated with solar plage, those regions observed in the Sun’s chromosphere associated with strong bunching of magnetic field lines. These are non-uniformly distributed across the solar sphere and therefore result in a periodic emission that is clearly observed in the F10.7 values exhibited during heightened solar activity (Fig. 3(c)).

In respect of scintillation (Figures 2(b) and 2(d)), the data are dominated by multi-path noise and although day-to-day variation is observed, intra-day modulation is not at the levels measured. Multipath manifests as diagonal lines in time-of-day/day-of-year waterfall plots, such as those in figures 2(b) and 2(d) in particular. The lines correspond to the rate at which GPS satellites precess in their fixed-path, daily orbits (approximately 4 minutes) and therefore result from fixed structures in the antenna environment. Inter-day variation is seen, although levels overall are very low. $S_4$ data derived from GPS carrier signals, ($L_1 = 1575$ MHz), are not ideal measures of scintillation in respect of low-frequency radio astronomy. GPS signals of $\lambda \approx 0.2$ m correspond to a radiative, near-field (Fresnel) length of 264 m. The Fresnel length corresponding to MWA antennas is approximately 592 m at $\lambda = 1$ m. No apparent scintillation has been observed within this considerable noise environment, an observation that supports the decision to locate the highly scintillation-sensitive MWA and in the near future, SKA Low, on the MRO. Further analysis of this data is ongoing.

Episodes of heightened geomagnetic activity, of which the $A_p$ index presented here is a daily average, clearly overwhelms excitation of the ionosphere by solar EUV photons to induce a drop in ionospheric electron content (TEC) (Fig. 3). The greatest effect is observed over following days when peak TEC is reduced dramatically over what might have been expected. Ionospheric electron content is typically depressed for several days. Further, use of two or more GPS systems provides the opportunity to observe traveling ionospheric disturbances (TIDs). Greater insights into temporal and physical (length/magnitude) scales will be gained through continued observations and the deployment of another GPS system in closer proximity to the MRO, anticipated for coming months.

The wealth of data captured and represented in these plots demonstrates the complex electron dynamics of the ionosphere. The accuracy required of TEC measurements are challenging to meet, though important in this context. Therefore, measurements of ionospheric electron content (aTEC) and possible scintillation are continuing and should be expanded.
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An Investigation of Discrete Cosmic Radio Sources Using an Imaging Riometer at Davis, Antarctica
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Summary: This paper describes a search for discrete cosmic radio sources in data from the Southern Hemisphere Imaging Riometer Experiment (SHIRE). Procedures were developed to identify the signatures of discrete cosmic radio sources in SHIRE data, and 6 candidate sources were selected from extant astronomical survey data. The passage of each source across individual beams of the riometer was examined in selected days and statistical samples from over 4 years of SHIRE data. It was found that none of the selected sources had any significant effect on the SHIRE observations, in contrast to a previous report of detection of discrete radio sources by the imaging riometer at Poker Flat, Alaska [1]. This is likely due to two factors: the relatively large beamwidth of the SHIRE instrument compared to the Poker Flat riometer, and the relatively low flux of the strongest radio sources visible to Antarctic riometers compared to their northern counterparts.
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Introduction

Riometers are instruments which measure the level of absorption of cosmic radio noise in the ionosphere. The measured amplitude of cosmic noise varies temporally due to (1) the diurnal transit of the galaxy over the recording site, and (2) changes in absorption which are mostly due to variations in electron density low in the ionosphere. This parameter varies daily and seasonally with solar zenith angle, and is also influenced by space weather events, such as energetic electron precipitation accompanying magnetic storms. Riometers have been in widespread use as a standard geophysical observatory tool for over five decades. Imaging riometers are a more recent development, and are able to synthesise multiple narrow beams. This allows the spatial dependence of the cosmic radio absorption to be investigated. It might therefore be possible for imaging riometers to detect discrete cosmic radio sources, such as radio galaxies, as separate entities from the galactic background.

There are two main motivations for this work. First, if it were possible to routinely observe discrete radio sources using imaging riometers, the resulting data might provide a method for spatially calibrating their beam patterns. This is important because there is no direct method to achieve such calibration at present. Second, there is little information about southern astronomical radio sources at the frequencies around 40 MHz used by imaging riometers, and it might be possible to estimate the relative strengths of some radio sources in this band.

This paper aims to address these questions by testing whether discrete cosmic radio sources are visible in output from SHIRE at Davis station, Antarctica (68.58 S, 79.97 E geographic).
Instrumentation

SHIRE consists of a square grid of 64 crossed dipole antennas connected in a phased array that allows the simultaneous observation of 49 receiver beams. The spatial arrangement of these beams is illustrated in Figure 1, where the 7x7 beam pattern has been projected onto a horizontal flat plane at an altitude of 90 km. Each beam has a full width at half maximum (FWHM) of 12.8 degrees and adjacent beams in each row or column are separated by 15 degrees. The beams are labelled using an ordered pair (a,b), where a and b range from -3 to 3, so that (0,0) indicates the zenith beam, (3,0) points toward magnetic south and (0,3) to magnetic west. SHIRE digitally records the level of cosmic radio noise in each beam direction at its operating frequency of 38.2 MHz once per second. The design of SHIRE is similar to that of the IRIS (Imaging Riometer for Ionospheric Studies) instruments that operate elsewhere in the polar regions [2]. Further details on this common design and the operational principles and parameters appear in [2].

![Fig. 1: The beam pattern of SHIRE, projected onto a plane at an altitude of 90km. The dashed circle at the centre shows the beam pattern of a conventional broad beam riometer for comparison. The dots indicate the centre of each beam, and the solid ellipses represent each beam's half-power contour [2].](image)

Experimental Method

We examined SHIRE data at times when 6 discrete radio sources (listed in Table 1) were expected to pass through SHIRE’s field of view. The sources were selected from the Parkes PKSCAT90 catalogue of point radio sources [3]. This catalogue contains data for flux densities at 80 MHz and not at or near 38.2 MHz, but no more appropriate catalogue exists for southern-hemisphere radio sources at this frequency. These 80 MHz measurements come from Culgoora radioheliograph surveys [4-6]. The 5 strongest 80 MHz sources that are visible from SHIRE’s southern latitude were chosen. As shown in Table 1, these sources had
a flux of 100 Jy or higher at 80 MHz and a declination less than -10°. An additional sixth source, Centaurus A, was also included since it was anecdotally believed this was visible in SHIRE data.

Table 1: Sources examined in the present study, data are from [4-6].

<table>
<thead>
<tr>
<th>Source Name</th>
<th>Object type</th>
<th>Declination</th>
<th>80 MHz Flux (Jy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydra A</td>
<td>Galaxy</td>
<td>-12.1</td>
<td>441</td>
</tr>
<tr>
<td>Pictor A</td>
<td>Galaxy</td>
<td>-45.8</td>
<td>410</td>
</tr>
<tr>
<td>Milne 23</td>
<td>SNR</td>
<td>-53.2</td>
<td>182</td>
</tr>
<tr>
<td>J1935-4620</td>
<td>Galaxy</td>
<td>-46.3</td>
<td>147</td>
</tr>
<tr>
<td>Kepler’s SN</td>
<td>SNR</td>
<td>-21.5</td>
<td>100</td>
</tr>
<tr>
<td>Centaurus A</td>
<td>Galaxy</td>
<td>-43.1</td>
<td>Not in catalogue</td>
</tr>
</tbody>
</table>

To determine the time intervals when a particular radio source was potentially observable by SHIRE a coordinate transformation algorithm was used to convert equatorial coordinates (right ascension, RA, and declination) to horizontal coordinates (azimuth and elevation) at the riometer’s location. Then, using the known azimuth and elevation values for the pointing direction of each riometer beam, the distance (in degrees) of the source from each beam direction was calculated. Repeating the process every second throughout a given day and examining when this distance for a certain beam was less than the half-power radius gave the time interval when this source should be within this beam’s field of view. The riometer data were then aligned in sidereal time for each day and beam of interest, and averaged using a superposed epoch process to improve the signal-to-noise ratio.

Meaningful analysis of riometer data requires removal of the diurnal variation in cosmic noise arising from the rotation of Earth and hence the transit of the galaxy and other astronomical features over the recording site. This diurnal variation generally dominates other effects in riometer data and is removed by subtracting a quiet day curve (QDC) consisting of an average over 30 days of raw data. The sidereal day is about 4 min shorter than a solar day, and this must be accounted for when performing averaging and superposed epoch analysis of riometer data.

The SHIRE instrument operates continuously, but there are occasional data gaps and other instrumental artefacts which would affect statistical studies. Ideally the data should be visually inspected to remove such potential difficulties prior to detailed analysis. This was done for 11 years of SHIRE data, after which QDC removal was undertaken and then specific intervals were examined for evidence of discrete cosmic noise sources.

Results

We illustrate the results by focusing on a specific example, Centaurus A. The same process was followed for all other sources listed in Table 1. Figure 2 illustrates how the motion of Centaurus A, depicted by the solid curve, was tracked in horizontal coordinates across the
riometer beams, represented by circles. The centres of the circles correspond to the beam azimuth and elevation, and the circle diameter is the FWHM angle. Beams of interest for a corresponding radio source are selected on the basis of the length of the segment the source traces across a beam.

![Diagram of riometer beams and radio source](image)

**Fig. 2:** The path of radio source Centaurus A over SHIRE, in horizontal coordinates.

We initially elected to examine SHIRE data from early 2007, as solar activity was low at this time, reducing instances when solar radio emissions were present in the data. Intervals of both raw and QDC-subtracted data were examined as it was unclear to what extent radio noise from the discrete sources would be subtracted along with the QDC. Here we show data from beam (3,0) for one representative and otherwise unremarkable day, chosen because Centaurus A moved almost directly across the beam centre. On 15 January 2007 this passage occurred between 1839 and 1932 UT. The raw riometer data for this time, and the hour before and after the crossing, are shown in Figure 3. The ordinate axis represents output voltage from the riometer receiver.

![Time series plot of raw SHIRE beam (3,0) data](image)

**Fig. 3:** Time series plot of raw SHIRE beam (3,0) data corresponding to the predicted crossing time of Centaurus A, 1839-1932 UT, on 15 January 2007.
Figure 4 shows the same beam and time period after QDC removal, accounting for the diurnal variation. Here the ordinate axis represents ionospheric noise absorption, relative to the background, in dB, and an enlarged scale has been used to better illustrate the short term variations.

![Figure 4: Time series plot of QDC-subtracted SHIRE beam (3,0) data corresponding to the predicted crossing time of Centaurus A, 1839-1932 UT, on 15 January 2007.](image)

Considerable noise is present in individual QDC-subtracted time series such as shown in Figure 4, masking any contribution from a discrete source. Therefore superposed epoch averaging was performed over the first 100 days of 2007, creating the averaged raw data plot shown in Figure 5. The vertical lines represent the times when the radio source entered and exited the FWHM contour, and the x- axis represents time relative to this source transit.

![Figure 5: A 100 day superposed epoch plot of raw data for Centaurus A crossing the (3,0) SHIRE beam.](image)
The corresponding QDC-subtracted plot is presented in Figure 6. Here the data have been smoothed with a 60-second moving average. The error bars at the right of the plot represent 3 standard deviations calculated from the unsmoothed data noise level, which was the chosen minimum amplitude for a statistically significant detection in either raw or QDC-subtracted data.

Inspection of Figures 5 and 6 shows that there is no statistically significant deviation from the radio background that would indicate the presence of the radio source Centaurus A in SHIRE beam (3,0) over this 100-day interval. Thus we conclude that Centaurus A is undetectable in the output from this beam.

Similar analysis was performed for all of the radio sources listed in Table 1, and for every SHIRE beam that had a substantial intersection with each source. In all of this analysis, the 100 day epoch discussed above was used as a minimum. Data were examined from a four-year period, with different periods between 2006 and 2008 used for Centaurus, Hydra and Pictor. In all cases, the result was the same: the chosen discrete cosmic radio sources were not statistically detectable in the output from SHIRE using this method.

**Discussion**

The non-detection of the discrete radio sources that we expect to be brightest at SHIRE’s frequency and location initially surprised us and appears to contradict the findings of Bezrodny et al. [1]. They described the detection of four strong northern hemisphere radio sources using the imaging riometer at Poker Flat, Alaska. We suggest two reasons for their different result compared to our study here.

First, the Poker Flat imaging riometer is a newer design that synthesises narrower beams than SHIRE. The FWHM beam widths for the two riometers are 6 degrees and 12.8 degrees respectively. A discrete cosmic radio source in a narrower beam will contribute
proportionally more to the received signal than it would in a wider beam, so the Poker Flat riometer has an advantage for detecting such a source.

Second, the northern radio sources detected by Bezrodny et al. have a higher flux density than the southern sources observed by SHIRE, at the low operating frequency (by radioastronomical standards) of the riometers. Table 2 is based on data from [7] and compares Centaurus A to the two strongest northern sources detected at Poker Flat. Centaurus A is of comparable intensity to the other sources at 1000 MHz but nearly an order of magnitude weaker at 100 MHz, suggesting that the sources examined by us are simply not strong enough to be detected.

Table 2: A comparison between the fluxes of the sources observed in [1], and Centaurus A. Data are from [7].

<table>
<thead>
<tr>
<th>Source</th>
<th>S100 (Jy)</th>
<th>S1000 (Jy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cas A</td>
<td>19 500</td>
<td>3 300</td>
</tr>
<tr>
<td>Cygnus A</td>
<td>13 800</td>
<td>2 340</td>
</tr>
<tr>
<td>Cent A</td>
<td>3 000</td>
<td>2 000</td>
</tr>
</tbody>
</table>

In order to differentiate between the effects of beamwidth and source intensity a future study could perform a similar analysis of data from a northern-hemisphere imaging riometer of similar design to SHIRE. This would remove factors related to the intensity of different radio sources visible from either hemisphere and reduce the question to one of beamwidth alone. If routine observations of the stronger northern sources are possible, then it should be possible to use these sources for calibration of the spatial beam pattern of imaging riometers.

Finally, it should be noted that many non-astronomical discrete radio sources were detected using SHIRE during this study. The most significant were intense radio bursts from the Sun accompanying large solar flares and the onset of geomagnetic storms. While such bursts were most intense in the SHIRE beams pointing most nearly to the Sun, they were visible at smaller amplitudes in all beams. Artificially produced radio signals were also frequently detected. These were most intense in SHIRE’s northernmost beams, suggesting they are due to radio transmissions from ships.

Conclusion

This project examined riometer data corresponding to 6 discrete astronomical radio sources over a 4 year period and found that there are no detectable signatures of such cosmic radio sources in the data from SHIRE. This was shown by the systematic inspection of several years of data at the predicted crossing times of radio sources.

The reasons such detections using SHIRE are not possible despite reported detection of discrete cosmic radio sources with the Poker Flat imaging riometer is likely a combination of the larger beam width of the SHIRE instrument and the relatively low flux of southern radio sources compared to their northern counterparts.
This conclusion is surprising because there are references to discrete radio sources in prior literature for northern-hemisphere imaging riometers.
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Summary: The ionospheric E and F layers of the Earth’s atmosphere are regions of enhanced electron density important for High Frequency (HF) propagation such as HF communications and over-the-horizon radar (OTHR). Irregularities in the ionosphere are common and are observed using a variety of instruments including ionospheric sounders, satellites, GPS receivers and airglow imagers. Most Earth-based ionospheric measuring instruments are relatively easy to transport and may be used to sample the ionosphere at various locations of interest. Airglow imagers, however, are generally used to gather large volumes of data at one location. This paper describes a new joint Defence Science and Technology Organisation (DSTO) / United States Air Force relocatable airglow imager known as the Thermospheric Radar Airglow Correlation Experiment (TRACE) which is designed to image the ionosphere at wavelengths of 557.4 nm, 589.3 nm, 630.0 nm and 777.4 nm at locations around Australia. Some routinely imaged small scale ionospheric disturbances and transient ionospheric depletion events are also presented.
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Introduction

The Defence Science and Technology Organisation (DSTO) operates the Jindalee Over-the-horizon Radar Network (JORN); a network of three High Frequency (HF) over-the-horizon radars located around Australia. Signals from these radars propagate via regions of high electron density in the Earth’s atmosphere known as the ionospheric E and F layers which have peak densities at altitudes of around 110 km and 250 km respectively. Electron density irregularities are prevalent in these layers and have implications for radar co-ordinate registration, frequency selection and signal strength.

Various atomic and molecular species also have density peaks at E and F region altitudes and some of these produce characteristic airglow emission through chemiluminescence when excited by solar or cosmic radiation. Airglow brightness is a function of species density and excitation rate so that, for a constant excitation rate, it may be used to map species density. Ionospheric disturbance phenomena, such as Atmospheric Gravity Waves (AGWs), are not species specific and will affect the density distribution of ions, molecules and electrons alike. Thus measuring the density patterns in airglow originating from E and F layer heights gives an indication of the electron density profile through which the HF radar transmission is propagating.

F region airglow is dominated by two different narrow band atomic Oxygen emissions: 630 nm (red) from 200-300 km and 777.4 nm (Near Infrared: NIR) from 300-400 km. There is also a minor contribution from 557.7 nm (green) atomic Oxygen at around 230 km. E region
airglow is dominated by 557.7 nm (green) emission due to atomic Oxygen at ~96 km [1] and ~589.3 nm (yellow) emission from a Sodium doublet line at ~92 km [2]. Other commonly imaged E-layer airglow emission includes Meinel Hydroxyl (OH) bands (720 - 910 nm) [3] and molecular Oxygen bands (~866 nm) [4]. Figure 1 compares the altitudes of dominant airglow emission regions to the night-time electron density profile showing the approximate position of the E and F layers.

![Diagram showing the night-time relationship between some of the brightest airglow emission regions and the ionospheric E and F layers.](image)

The effects of AGWs and low density “bubbles” rising through the layers of the atmosphere are commonly observed in airglow images [5, 6]. The intensity of 630 nm emission has been shown to be directly proportional to F-layer electron density [1, 5]. Depletions in 630 nm emissions are also associated with the onset of Spread F [6]. The intensity of 777.4 nm emission is dependent on F-layer peak electron density although this emission is intrinsically weak and suffers from contamination from OH emission at 778.2 nm [1, 7]. There is a strong correlation between sodium 589.3 nm airglow emission and sporadic E ionization layers [8] and the detection of spread F in radar measurements [6].

This paper describes the transportable Thermospheric Radar Airglow Correlation Experiment (TRACE), a joint Defence Science and Technology Organisation (DSTO)-United States Air Force (USAF) collaboration designed to investigate the structure of the Earth’s atmosphere at E and F ionospheric heights using airglow imaging at various locations throughout Australia. It also presents examples of TRACE images collected at Alice Springs in late November 2011 and Adelaide from February 2012 onwards.
The Airglow Imager

The TRACE airglow imaging equipment is shown in Figure 2 with the camera lowered. The equipment is housed in a transportable 20 ft shipping container and consists of a KeoSentry [9] camera with 180 degree field of view (FOV), 24mm / F4.0, achromatic Mamiya fisheye lens, a temperature controlled filter wheel and a 16 Bit Princeton Instruments Acton backlit Pixis 1024B CCD camera with a pixel size of 13.3 \( \mu \)m x 13.3 \( \mu \)m all mounted on a Pier-Tech telescopic pier. The pier is automated so that the camera rises to fit inside an Aquatica 9.25 inch BK7 glass dome at astronomical dusk and lowers at astronomical dawn. Lowering the camera in this way reduces UV damage to the lens during daylight hours.

![Figure 2: The airglow imager and filter wheel setup in the TRACE container](image)

The filter wheel is kept at a constant temperature of 25 C and has six 3 inch slots, one of which is blank to allow baseline light measurements. The Keo scientific filters have a bandwidth of ~2 nm and are centred on: 557.7 nm (OI), 589.3 (Na), 630.0 nm (OI), 777.4 nm (OI) and 572.5 nm (background). The 777.4 NIR measurements tend to suffer from a fringing interference pattern known as echeloning which may be mitigated during image processing [10]. The CCD quantum efficiency is around 95% at 557.7 nm, 598.3 nm, 630.0 nm and 572.5 nm but falls to approximately 75% at 777.4 nm.

The Pixis camera’s CCD dark charge measured at -70°C is 0.0003 e-/pixel/sec although it regularly operates at -80°C. We use the maximum readout speed of 2 MHz which equates to a gain of 1.11 e-/ADU and a readout noise of 12.85 e- rms [11].

TRACE’s FOV corresponds to image diameters of ~400 km at an altitude of 96 km [3, 7] and ~1000 km at an altitude of 250 km [12]. The resolution of the inner region of the image is approximately 0.4 km/pixel at an altitude of 96 km and 1 km/pixel at an altitude of 250 km [13].
Comparison to other Australian airglow imagers

There are currently three other all-sky airglow imagers in Australia: one located in Darwin, NT which forms part of the Japanese Optical Mesosphere Thermosphere Imagers (OMTI) network [7, 14] and two older imagers operated by the University of Adelaide (ADLU) located in Alice Springs, NT and Buckland Park, North of Adelaide, SA [4]. The bit depth, CCD chip size, field of view (FOV) and available filters of these other imagers are compared to the TRACE imager in Table 1. The OMTI all-sky imager is supported by a 1024 x 1024 CCD Fabry-Perot interferometer [15, 16]. Note that although the Adelaide University’s original image size is 512 x 512, they implement on-chip binning of 4 x 4 pixels to form 128 x128 super pixels. The dark current is 0.05 counts/pixel/sec for the full 512 x 512 chip and 0.8 counts/pixel/sec for the 128 x 128 super pixels [4].

Table 1 Comparison of Australian airglow imagers

<table>
<thead>
<tr>
<th>Imager</th>
<th>Bit depth</th>
<th>Chip size</th>
<th>FOV (deg)</th>
<th>E Filters (nm)</th>
<th>F Filters (nm)</th>
<th>Backgr (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>OI</td>
<td>O2</td>
<td>Na</td>
</tr>
<tr>
<td>TRACE</td>
<td>16</td>
<td>1024</td>
<td>180</td>
<td>557.7</td>
<td>589.3</td>
<td>630.0,777.4,(557.7)</td>
</tr>
<tr>
<td>OMTI</td>
<td>14</td>
<td>512</td>
<td>180</td>
<td>557.7</td>
<td>720-910</td>
<td>630.0,777.4,(557.7)</td>
</tr>
<tr>
<td>ADLU</td>
<td>14</td>
<td>512</td>
<td>60x40</td>
<td>866.0,868.0</td>
<td>840.0,843.0</td>
<td>857.0</td>
</tr>
</tbody>
</table>

TRACE represents state of the art airglow equipment offering greater colour depth, chip size, field of view and resolution than older imagers. Although comparable to the OMTI imager, TRACE’s portability increases operational flexibility.

Environmental sensors

The TRACE is supported by two roof mounted environmental sensors: the Unihedron Sky Quality Meter (SQM) [17] which records calibrated light readings every minute and the Boltwood Cloud Sensor Mk II (BCS) [18, 19] which monitors environmental conditions such as temperature, cloud coverage, rain, humidity, wind speed and light every 2.06 seconds. The outputs from these sensors are fed back into the TRACE container via a patch panel to a sensor computer.

As well as monitoring current weather conditions, the BCS output triggers the automated pier to lower the camera during daylight hours to reduce previously experienced UV-induced lens coating degradation. Similar degradation has been reported on OMTI [7] and THEMIS Ground Based Observatory [20] imagers. The BCS output data is collected in a database which may be interrogated later to determine the observing conditions and filter wavelengths used on a particular night.

Image Processing

The airglow image obtained using TRACE (ImageM) has been modified by the CCD chip performance (as measured by the Dark) and non-uniformities in the optical chain from the lens to the CCD (as measured by the Flat). The true image (Image0) may be recovered from the TRACE image using Eqn 1:

\[
\text{Image}_0 = \frac{(\text{Image}_M - \text{Dark})}{\text{Flat}}
\]

(1)
By convention, the image is also rotated so that North is at the top and East is to the left. Darks and Flats are usually calculated from a series of images to reduce error. These are known as the master dark and master flat respectively.

A master dark is constructed by finding the pixel by pixel median of a large number of closed shutter exposures (darks) taken over many nights with the same exposure time and temperature. Figure 3 shows the number of counts across a 1024 x 1024 pixel master dark image. Each line represents the counts across a row (x pixels) or column (y pixels). The master dark image contains high and low rows and columns as well as a general slope in counts across the chip (the bias). These features are typical of most darks [21, 22].

![Figure 3: Number of counts across a 1024 x 1024 pixel master dark image. Each line represents a row (x pixels) or column (y pixels) on the image.](image)

There are many methods used to create the master flat. In some cases, a sky flat is created using short exposure images taken at twilight (either dusk or dawn) [23]. Another common method involves combining a series of uniformly illuminated images (sometimes artificially illuminated with lamps etc.) but this method is suboptimal for wide-field lenses, such as that used in TRACE, because it does not model the Van Rhijn effect: elevation dependent brightness levels experienced when observing through the Earth’s atmosphere [13, 24]. In this paper, master flats are constructed from the normalized pixel by pixel median of a large number of dark-subtracted images taken on the same night at the same wavelength, bandwidth, filter temperature etc. When performed with enough images (10-20), this method minimises star trails but additional star subtraction techniques are sometimes still applied.

The wavelength of the images used to create the master flat by this method can be either the airglow-free wavelength [13] (in our case 572.4 nm) or the observed wavelength: that is, the same wavelength as the image to be corrected [4, 22, 25]. Flats formed from airglow-free wavelengths remove lens to CCD non-uniformities well but do not affect aberrations that are a function of the observing wavelength such as etaloning. Flats formed from the observed
wavelength remove lens to CCD non-uniformities, including wavelength dependent features, but may inadvertently remove persistent stationary airglow during the flattening process. In this paper master flats are constructed from the observed wavelength because wavelength dependent features were not apparent and airglow-free wavelength data was not always available.

An example of the normalised counts distribution across the centre of a 557.7 nm master flat in the x (rows) and y (columns) direction is shown in Figure 4. The shape is comparable to the theoretical curves produced by Kubota et al. [26]. Values at the edges of each graph have been affected by masking and trees.

Further image processing such as re-gridding to geographic co-ordinates and star subtraction are planned but not yet implemented.

**Results**

TRACE has collected airglow images in two locations: Alice Springs in the Northern Territory in November 2011 and DSTO Edinburgh, Adelaide in South Australia from February 2012 onwards.

**Alice Springs data**

While stationed at Alice Springs, TRACE imaged E layer (557.7 nm) airglow using 2 minute exposures and F layer (630.0 nm) airglow using exposures of 2, 4 and 8 minutes.

An example of 557.7 nm airglow is shown in the time sequential images of Figure 5. North is at the top and East is to the left. The images are approximately 6 minutes apart from 12:27:18
UT to 12:43:29 UT. Wavefronts in the 557.7 nm emission span East to West and move from North to South (as indicated by the green arrow), as is commonly seen at this time of year in the northern parts of Australia [3].

![Figure 5](image1.png)

*Figure 5 North to South moving green Oxygen 557.7 nm wavefronts from 12:27:18 UT to 12:43:29 UT. The green arrow shows the direction of wave motion.*

Similar moving wavefronts were observed in 630.0 nm emissions but the wavefronts were much fainter and broader than those seen in the 557.7 nm emission.

Figure 6 shows 630.0 nm airglow emission observed on November 25 at Alice Springs. The images have exposure times of 8 minutes and are approximately 12 minutes apart from 13:29:26 UT to 14:17:41. A North-East/South-West aligned depletion is seen to pass through from the SE to the NW (as indicated by the red arrow). F region depletions were more commonly detected on longer integration times (8 minutes) than shorter (2 minutes).

![Figure 6](image2.png)

*Figure 6 Oxygen 630.0 nm emission images from 13:29:26 UT to 14:17:41 UT showing a moving depletion. The red arrow shows the direction of movement.*

The Darwin based OMTI imager did not record data while TRACE was stationed in Alice Springs so no comparison of F region airglow features could be made between OMTI and TRACE but the University of Adelaide’s Alice Springs based imager, located 21 km East and 33 km South of the TRACE site, was operational and confirmed E region features seen in TRACE images.

Figure 7 compares The University of Adelaide’s 866 nm (altitude 94 km) image and the TRACE 557.7 nm (altitude 96 km) image at approximately the same time. Similar E region features are observed by the two imagers. The University of Adelaide image has been rotated by 100 degrees to align the image to the same azimuthal bearing as the TRACE image. The TRACE FOV covers approximately 400 km whereas the Adelaide University FOV covers ~110 km x 70 km. No quantified comparison between the two images is made at this time as image processing techniques for TRACE are still in development.
DSTO Adelaide data

At the beginning of 2012, TRACE was re-located to DSTO Edinburgh where the FOV is impinged upon by trees. At this site, it monitors airglow at wavelengths of 557.7 nm, 630.0 nm and 777.4 nm as well as imaging the airglow-free wavelength 572.4 nm. In general, each filter is observed for two minutes and the open sky is imaged for 30 seconds. This section briefly covers an unusual E-layer feature observed at this location which will be covered in more detail in a subsequent paper.

Figure 8 shows a series of five 557.7 nm flat-corrected images taken approximately 7 minutes apart from 17:36:03 UT to 18:03:28 UT at DSTO Edinburgh. The figure shows a distinct North-West to South-East oriented wave packet feature (blue line) travelling from North-East to South-West (green arrow) with horizontal wavelength ~23 km, horizontal phase velocity ~20 m/s and group velocity of ~40 m/s. Horizontal group and phase speeds are perpendicular. These values are consistent with those produced by small-scale mesospheric waves [3, 27, 28].

Figure 8 Oxygen 577.7 nm banding seen at DSTO, Edinburgh from 17:36:03 UT to 18:03:28 UT. The direction of phase velocity (blue) and group velocity (green) are perpendicular.
Figure 9 compares two of the TRACE 557.7 nm images from Figure 8 to an 866 nm image from the University of Adelaide’s Buckland Park airglow imager situated 10 km North and 18 km West of TRACE. The approximate region of sky encompassed by the University of Adelaide’s image is indicated by the ellipse on the TRACE image. Clearly the same feature is seen in both images. The next night, similar features were seen travelling in the opposite direction in 557.7 nm airglow images.

![Figure 9 Comparison of E layer banding seen at DSTO Edinburgh with TRACE (557.7 nm) and Adelaide University's imager at Buckland Park (866 nm). Oxygen 866 nm image reprinted with permission of The Aerospace Corporation](image)

**Future**

Having demonstrated the data quality and the re-locatability of the TRACE container, collaborations have been initiated with several interested groups including Curtin University, LaTrobe University and The University of Adelaide. Two additional low-cost airglow cameras have been acquired and a new container is being designed to accommodate the expanded experiment. An alternate long-term site at the Murray Bridge Training Area (MUTA), South Australia is under evaluation to replace the light-affected DSTO, Edinburgh site.

In 2014, it is planned that TRACE participate in a joint experiment with Curtin University at the newly commissioned Murchison Widefield Array (MWA) to compare airglow images with MWA TEC differential ionospheric calibration maps [29].

**Conclusion**

The Thermospheric Radar Airglow Correlation Experiment presents a unique opportunity to image both E and F region airglow emission around Australia with a large field of view and high sensitivity. It may be used alone or in conjunction with existing airglow imagers, GPS receivers, high frequency ionospheric sounders or other instruments.
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Summary: We present an actuation technique for suppressing uncorrelated noise between two optical frequencies to obtain ultra-stable microwave frequency dissemination over optical fibre. This technique will enable dual optical and microwave frequency transfer between the University of Western Australia and Yarragadee Satellite Laser Ranging station, which has application for the Atomic Clock Ensemble in Space (ACES) mission and other precision navigation and timing technologies. We build on the technique presented in [1], which demonstrates microwave transfer stability of $10^{-14}$ at 1s integration time by stabilising the group delay of an two correlated optical signals. A second actuator has been developed to suppress the remaining uncorrelated phase fluctuations between two optical frequencies by implementing optical-wavelength-scale action to vary the microwave phase. The actuator has been designed with the aid of a simulation that predicts actuation bandwidth and loss for a range of actuator parameters.

Keywords: Time and frequency transfer, ACES mission, optical simulation, fibre optics.

Introduction

The comparison of atomic clock signals is the foundation of many scientific and technological endeavours, including quantum physics, cosmology, metrology, geodesy, gravimetry, precision timing, and navigation. The latest generation of optical atomic clocks have produced timing signals with unprecedented accuracy and stability, offering an order of magnitude improvement over similar clocks based on microwave electronic transitions. Recently, an optical atomic clock demonstrated $10^{-18}$ fractional frequency instability for 1 day averaging time [2]. Existing techniques for the distribution of timing signals, such as two-way satellite time transfer, or through global positioning system, are limited to $10^{-15}$ instability at 1 day [3], thus are no longer sufficiently stable to convey the full stability of atomic clock signals.

One high profile application facing this precision bottleneck is the European Space Agency’s Atomic Clock Ensemble in Space (ACES) mission, which will install atomic clocks on board the International Space Station to create a space-based time and frequency transfer system with fractional frequency stability better than $10^{-16}$ at 1 day [4]. The cold atom caesium clock and space hydrogen maser in the ACES payload have a fractional frequency stability of $2\times10^{-13}$ at 10s integration time, compared to the on-board microwave time-transfer link (MWL) of $4.3\times10^{-13}$ at 10s [5]. There is potential to improve the performance of the ACES timescale by using the intrinsically
higher stability of optical transfer techniques, for example by using the on-board European Laser Timing (ELT) optical link [6].

Researchers at the University of Western Australia (UWA) are in the process of constructing a state-of-the-art optical atomic clock, which is expected to be completed prior to the ACES launch. This high-quality frequency reference helped secure UWA’s selection as the only ACES ground station in the Southern Hemisphere. In addition to this optical clock, UWA also has a unique opportunity to access a world-leading satellite laser ranging station that would enable optical time and frequency transfer. This paper focuses on the recent work to expand UWA’s capabilities from the existing microwave link to include optical ground-station facilities.

**Time and Frequency Transfer in the Optical Domain**

Time and frequency transfer by free-space laser link has many advantages over existing microwave satellite techniques including well-defined propagation paths, low jitter noise, and most importantly high temporal stability [6]. Results from the European Laser Timing Experiment indicate that an optical ground-to-space link will be 1.5 times more stable than the current ACES microwave link over short time scales [5, 7]. However, optical ground-to-space lasers are more complex than microwave transceivers, and are generally located far away from laboratories with certain high-accuracy optical atomic clocks for improved weather conditions. Fibre-based solutions are emerging as the leading technique for transfer over regional distances, offering a reliable, low-attenuation method for connecting remote laboratories and optical ground-stations.

The infrastructure required for optical space communication is available at the Yarragadee Satellite Laser Ranging facility 330km north of the UWA campus. With the construction of a 60km fibre link to an existing network, it will be possible to transfer timing signals over the resulting 500km link between UWA and Yarragadee. However, fluctuation in optical path length due to temperature and acoustic noise cause phase fluctuations in the received signal. We expect the fractional frequency stability of the unstabilised link to be greater than $10^{-13}$ at 1 second, based on published results for similar link lengths [8]. Time and frequency transfer between UWA and Yarragadee requires active stabilisation of the optical fibre to compensate for the environmentally induced fluctuations in optical path length.

Recently, optical-only transfer at $4\times10^{-19}$ stability at 100s integration time was achieved on a record 1840km fibre link across Germany [9]. We extend optical-only techniques to enable dual optical and microwave transfer, which offers improved the simplicity and versatility of microwave signals combined with the intrinsic stability of an optical carrier. Single sideband modulation of a laser produces an optical carrier $f_c$ and sideband $f_s$ separated in frequency by the microwave signal $f_m$, which for our experiment was 9GHz to match existing band-pass filters [1].

We use an optical interferometer to sense length changes in the optical fibre, as outlined in Fig. 1. The link forms the long arm of the interferometer, and the beat signal produced between the outgoing and reflected optical signals encodes the phase fluctuations accumulated in a round-trip passage of the fibre. A fibre stretcher can be
used as a single actuator to directly compensate for changes in the optical path length [1]. The stretcher stabilises a virtual optical signal that is the average of the carrier and sideband, which in turn stabilises the microwave modulation product. If the phase delay (optical) and group delay (microwave) are perfectly correlated, then in principle, noise in the microwave signal will be suppressed the same fractional amount as in the optical signal.

Fig. 1: A simplified view of the dual optical/microwave transfer system with using a single group delay actuator (fibre stretcher).

The preliminary results of Fig. 2 indicate suppression of the optical phase fluctuations to $1 \times 10^{-18}$ at 10s on a 30km spool. However, the same performance is not reproduced in the microwave signal. While we cannot measure stability better than the noise-floor of the microwave measurement system ($1 \times 10^{-15}$ at 1s), we expect the actual microwave stability to follow that of the optical signal. Instead, the noise in the microwave system increases above the measurement noise-floor as a function of fibre length, indicating uncorrelated phase fluctuations between $f_c$ and $f_s$. The increase of microwave noise with fibre length implies that the fluctuations are due to the material properties of the fibre, rendering this system unscalable to the lengths required to reach Yarragadee.

Similar frequency dissemination techniques have used polarization scramblers and dispersion compensating fibre to correct for microwave-only noise [10, 11]. However, chromatic dispersion (CD) and polarisation mode dispersion (PMD) should generate a constant contribution to the received phase in a continuous-wave system, suggesting that the noise is due to fluctuations in dispersion properties, and not the properties themselves.

To illustrate this point, consider SMF-28 fibre with 17ps/nm/km dispersion, which produces a 37ps difference in propagation time for a 30km link when $f_c$ and $f_s$ are separated by 9GHz. This additional 120° phase shift is a constant contribution on top of the optical phase shift. The observed microwave fluctuations of $10^{-14}$ at 1s correspond to phase fluctuations of $0.032^\circ$, or $9 \times 10^{-5}$ of a cycle in that time. A change in chromatic dispersion coefficient of just 0.009% due to stress or temperature would be sufficient to cause the observed microwave noise. It is possible that the microwave noise is caused by the laser diode frequency noise, which is converted into phase noise through chromatic dispersion [11]. However, this effect is minimal in our system because we use an actively stabilised laser [1]. We confirm the above hypothesis by adding 1km of dispersion compensating fibre, resulting in no observed improvement in microwave stability.
Fig. 2: Allan deviation plot of measured optical and microwave stability. The microwave instability increases about the measurement noise-floor indicating the presence of uncorrelated noise between the phases of the two optical frequencies.

**An actuator for differential phase control**

To correct for the uncorrelated noise between the optical carrier and sideband we require an additional actuator that implements optical-wavelength-scale action to produce a change in the microwave phase. The group delay is controlled by stabilising a virtual frequency that is the average of the two optical signals. In previous work [1], this was achieved using a fibre stretcher; relying on the high-degree of correlation between both optical frequencies. However, with the addition of a second actuator, an AOM can be used to correct the group delay, eliminating the bandwidth limitations of the fibre stretcher.

The proposed actuator splits the signal into two paths. In the configuration of Fig. 3 (a) lower path uses a Mach-Zehnder interferometer to suppress a single optical frequency through destructive interference and then a fibre stretcher to control the phase of the unsuppressed signal. The upper path transmits the signal unchanged. When the two paths recombine, the phasor addition of all optical signals produces a differential phase shift between $f_c$ and $f_s$. In the alternative configuration of Fig. 3 (b), the stretcher and selective attenuator are in opposite paths. This is the preferred configuration as it minimises the differential length between the two arms of the main Mach-Zehnder interferometer, which minimises the impact of residual temperature fluctuations within the actuator.
Fig. 3 (a) and (b): Two configurations for a secondary actuator to control the differential phase between a carrier and sideband. The configuration of (b) minimises the total length of fibre in the actuator.

A simulation tool for actuator design

This paper outlines a simulation tool developed within the Mathematica environment to guide the design of an additional actuator and verify its behaviour. The simulation displays the transfer function of the actuator system, visualises the envelope of the input and output signals, and depicts the phase relation of all signals in phasor representation. Key parameters in the transfer function, most importantly the additional length of the fibre stretcher, can be actively manipulated for complete characterisation of actuator behaviour.

At the core of the simulation is a matrix representation of the transfer function of the actuator. This is obtained by representing each optical component as an $m \times n$ matrix, where $m$ and $n$ are the number of output and input ports of the component respectively. The input/output relationship of a fibre section of length $\Delta L$ is:

$$b_i = e^{\frac{\omega \Delta L}{c}} a_i$$  \hspace{1cm} (1)

where $\Delta L$ is the length of the fibre with refractive index $n$, and $\omega$ is the angular frequency of the signal. The input/output relationship for a $2 \times 2$ optical coupler is:
\[
\begin{bmatrix}
b_1 \\ b_2
\end{bmatrix} = \begin{bmatrix}
\sqrt{\epsilon} & j\sqrt{1 - \epsilon} \\
j\sqrt{1 - \epsilon} & \sqrt{\epsilon}
\end{bmatrix} \begin{bmatrix}
a_1 \\ a_2
\end{bmatrix}
\]

(2)

where \(a_1, a_2\) and \(b_1, b_2\) are the electrical fields at the input and output ports respectively, and \(\epsilon\) is the power coupled between input port 1 and output port 1 [12]. Matrix multiplication is used to obtain a transfer function for each input-output pair of the actuator. The transfer function between input \(a_1\) and output \(d_1\) from Fig. 3 (b) is:

\[
H(j\omega) = e^{-j\frac{\omega n\Delta L}{c}} \sqrt{1 - \epsilon_1}\sqrt{1 - \epsilon_2} + \frac{\sqrt{\epsilon_1\epsilon_2}}{2} - \frac{1}{2} e^{-j\frac{k\omega_{block}}{\omega}} \sqrt{\epsilon_1\epsilon_2}
\]

(3)

where \(\epsilon_1\) and \(\epsilon_2\) are the splitting ratios as defined in Fig. 3 (b), \(\omega_{block}\) is the angular frequency of the attenuated signal, and \(k\) an integer corresponding to the length imbalance in the attenuating interferometer.

The simulation, with example outputs shown in Fig. 4, enables a user to switch between phasor, time-domain, and transfer-function representation. Furthermore, the transfer function can be displayed both as a function of actuation length or input frequency. Within the simulation, the user can control the coarse length tuning \(\Delta L\) and fine length control \(\delta L\), in addition to the other actuator parameters. The transfer function representation provides the most information about actuator behaviour, showing the behaviour for both \(f_c\) and \(f_s\) as a function of actuation length, and can be used to tune the actuator to a suitable operating point \(\Delta L\). Maximum range occurs when \(\Delta L\) (grey dashed line in Fig. 4) is tuned to a transmission peak of the unattenuated frequency.

**Fig. 4:** Outputs of the actuator simulation, showing the transfer function of the actuator and signal phasors as a function of stretching length \(\Delta L\). The red trace shows the resulting phase of the microwave signal.
The most important utility of the simulation is the calculation of loss and actuation range, which is determined by the power coupling ratios $\varepsilon_1$ and $\varepsilon_2$. To minimise the number of free parameters in the system, we assume $\varepsilon_1 = \varepsilon_2 = \varepsilon$.

We illustrate the design trade-off between loss and actuation range by first considering the $\varepsilon = 1$ extreme, where 100% of the power is routed into the upper path of the actuator in Fig 3. (b). The actuator is now reduced to a simple stretcher, which has negligible loss, but requires microwave-wavelength-scale action to effect a microwave phase change. The other extreme of $\varepsilon = 0$ bypasses the stretcher completely, allowing for optical-wavelength-scale action, but with complete attenuation of the microwave modulation state. An optimal configuration exists between these two extremes that maximises the actuation range for a tolerable amount of loss through the actuator. The compromise between range and loss is illustrated in Fig. 5 for standard coupling ratios of $\varepsilon = 0.5, 0.7$ and 0.9.

![Microwave magnitude and phase for splitting ratios $\varepsilon$](image)

**Fig. 5: Simulated microwave magnitude and phase as a function of actuation length $\Delta L$ and splitting ratio $\varepsilon$. More power to the filtering path produces greater actuation bandwidth but larger overall losses.**

Simulated values for actuation range and loss are shown in Table 1 for a range of standard splitting ratios. To obtain the actuation range necessary for the Yarragadee link, the actuator is designed to correct residual microwave phase fluctuations of up to $10^{-13}$ at 1s, based on the measured instability of free running fibre links of similar length [8]. For a 9GHz microwave signal, this corresponds to 0.36º phase changes, or $10^{-4}$ of a cycle. Thus for the Yarragadee link, the 99:1 coupling ratio is the optimal choice, resulting in only $-0.09$dB loss for each passage through the actuator.
Table 1: Simulated range vs. loss parameters for the actuator.

<table>
<thead>
<tr>
<th>Coupling ratio [path1:path 2]</th>
<th>Range</th>
<th>Loss [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50:50</td>
<td>169.72º</td>
<td>-4.26</td>
</tr>
<tr>
<td>70:30</td>
<td>50.53º</td>
<td>-2.72</td>
</tr>
<tr>
<td>90:10</td>
<td>12.70º</td>
<td>-0.89</td>
</tr>
<tr>
<td>99:1</td>
<td>1.14º</td>
<td>-0.09</td>
</tr>
</tbody>
</table>

Simulated and real actuator performance (Results)

To embed the additional actuator in the complete system requires the extraction of a second error signal that encodes the uncorrelated phase fluctuations between $f_c$ and $f_s$. This is achieved by beating the reference carrier $f_c$ against the reflected sideband $f_s$, which is then passed through control circuitry and becomes the input signal to the additional actuator’s fibre stretcher. The greatest challenge for implementing the actuator is thermal and mechanical isolation. Any phase fluctuations arising from the 19m of free fibre in the actuator are indistinguishable from phase fluctuations in the link. Even in an enclosed aluminium container, the actuator exhibits significant drift due to temperature instability. Further improvements are possible by using spliced components to minimise the length of fibre inside the actuator.

Preliminary experimental results show strong correlation between the simulated and experimental behaviour of the attenuating path of the secondary actuator, as shown below in Fig. 6. Here, the attenuating path (path 2 of Fig. 3 (b)) is tuned with an independent fibre stretcher to selectively filter $f_c$ with maximum transmission of $f_s$. The microwave signal at the monitor port is observed directly, and degradation of fringe visibility in the experimental data is likely due to imperfect microwave-wavelength-scale matching of the interferometer arms. Work to characterise the additional actuator as part of the complete system is ongoing at the time of this publication.

![Fig. 6: Simulated and experimental results for the attenuating section of the actuator.](image)

The phase of the microwave signal at the monitor port (ii) was controlled by varying the state of the relevant fibre stretcher.

Conclusion

The simulated results of an optical fibre actuator demonstrate the suppression of residual microwave noise between two optical signals using optical-wavelength-scale...
action. We outline the design of an actuator that can, in principle, correct residual microwave phase fluctuations of up to 1.14° degrees with only -0.09dB loss. This corresponds to the suppression of fractional frequency deviations of up to $3.5 \times 10^{-13}$ at 1s for a 9GHz signal. The ability to transfer ultra-stable microwave signals over long distance fibre networks is central to the development of an optical ground-station for the ACES and future space missions.
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Retrieval of Greenhouse Gas Concentrations from Observations with a Ground-based Spectrometer in the Near-infrared
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Summary: The accurate measurement of the atmospheric concentration of greenhouse gases such as carbon dioxide and methane is the goal of a number of space missions such as the Japanese GOSAT satellite and the forthcoming NASA OCO-2 mission. However, obtaining accurate measurements from space is challenging due to the effects of aerosols and clouds. Ground-based total column measurements largely avoid such difficulties and can thus complement, and help to validate space instruments. Here we report progress on measuring atmospheric trace gases, particularly carbon dioxide (at 1.58 µm), using a ground-based fibre Fabry-Perot spectrometer; the data is fitted with an iterative non-linear least squares fit algorithm in order to estimate the atmospheric states of interest. We describe current progress with the development of the retrieval algorithm and some of the issues that need to be overcome to reliably measure greenhouse gases with such an instrument.
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Introduction

The observation of atmospheric carbon dioxide (CO\textsubscript{2}) from space platforms is important for improving our understanding of its spatial and temporal distribution in the atmosphere [1], but the existing measuring instruments have limitations. Whilst the satellites can provide global coverage, especially over the oceans and tropical regions that are poorly sampled by the ground-based networks, their ability to estimate the column-averaged gas amounts is compromised by the scattering effects of the atmosphere (e.g. aerosols and clouds that modify the light path), making it hard to meet the stringent requirements on retrieval accuracy [1]. Detecting trace gas concentrations over the oceans is also difficult – as noted with the Japanese Greenhouse-gases Observing SATellite, (GOSAT) – due to the low reflectivity of the sea. The GOSAT retrieval algorithms for determining the dry-air column-averaged mole fractions of CO\textsubscript{2} and methane (CH\textsubscript{4}) are under continuing development and require reliable data for evaluation [2]. One source of reliable data for such a task is the Total Carbon Column Observing Network (TCCON) exploiting high-resolution Fourier Transform Spectrometers [3].

Recent studies of atmospheric carbon sources and sinks, and their concentrations and distributions, have largely relied on in situ surface measurements [2, 4] as well as from tall towers augmented by aircraft campaigns [5, 6]. The in situ measurements alone are insufficient because the existing network is far too sparse to resolve uncertainties associated with atmospheric mixing, and the aliasing between atmospheric transport and surface emission; local carbon sources further complicate their interpretation [5, 7]. In contrast, column measurements are much less affected by variability due to vertical transport of the tracer within the atmospheric column [2, 3] since the column vertically integrates the concentration of the gas above the surface. Column measurements also have a large sampling
“footprint”; they are less sensitive to surface sources and sinks; as a result a combination of the measurements and simulations are expected to be particularly useful for improving our understanding of the carbon cycle [2, 3, 8].

The technology of monitoring total carbon column densities of greenhouse gases from surface sites is indeed highly regarded in the carbon cycle and provides a validation check on the space-based instruments. While the TCCON data are highly reliable and used for the validation tasks [9, 10], its coverage is poor in many developing countries (e.g. in Asia, Africa and South America) and over the oceans. This probably is contributed by the fact that the FTS instruments are expensive, bulky and heavy to transport; they require stable platform to set up, air-conditioned laboratory space and support infrastructure [11, 12].

As a way to address some of these bottlenecks, there has been investigation of the possibility of making similar measurements with smaller, more portable and low cost instruments. Kobayashi et al. [13] have demonstrated the capability to operate both grating-based desktop optical spectrum analyser (OSA) and fibre Fabry-Perot interferometer (FFPI) to monitor CO₂ and CH₄ column densities. In doing so direct collimated sun light is accepted through an optical fibre via a small telescope installed on a portable sun tracker and transmitted to either the OSA or FFPI for optical analysis. A similar approach based on FFPI for measuring CO₂ column has been described by Wilson et al. [14]. Petri et al. [15] and Gisi et al. [16] have also described the use of smaller and hence lower resolution Fourier-Transform spectrometers, while Kawasaki et al. [12] describes the use of OSA based on a grating spectrometer. The instrument used for our work is fully described by Bailey [11]; it rather uses a very high finesse (~5000) Fabry-Perot etalon operating in low order (~13).

In this paper we present physical retrieval estimates of trace gas total column densities from measured radiance spectra in the near infrared, using a ground-based Fabry-Perot spectrometer built from commercially available fibre optic devices. Brief outlines and descriptions on measurement procedures, and the flux inversions from the observations to profile amounts are included in the manuscript.

Our retrieval (inversion) algorithm uses modified Levenberg-Marquardt routines [17], in which the input parameters of the forward model are optimised to generate a synthetic spectrum that best fits the observed data, subject to prior constraints (i.e. it varies the mixing ratios of the absorbing gas in the model spectrum in order to better match the absorption line profile to the observed spectrum); this is the key defining feature of our version of the retrieval scheme.

Model Description

The forward model used to predict the spectrum is an application of VSTAR (Versatile Software for Transfer of Atmospheric Radiation) software [18, 19]; it uses the line-by-line method to predict the transmission spectrum of a multilayer atmosphere. Whilst the computational costs involved are high, the retrieval scheme is fast enough for the whole spectral signature of the target trace gas molecule to be used. Here, by retrieval scheme (algorithm), we are referring to the procedure for seeking an atmospheric state (e.g. CO₂ or H₂O column density) whose simulated transmission best fits the observations.

The line-by-line modelling used in this work is preferred for its high accuracy; however its low computational efficiency (contributed to by the large number of spectral lines) poses practical difficulties when vast amounts of data have to be processed, since our forward model must be run at each iteration point. This computational burden could feasibly be
minimised by reducing the number of atmospheric layers/levels considered, but by doing so trades-off accuracy. Other practical mitigating strategies include applying a high spectral resolution to reduce the degree of spectral line overlap, cut down the number of data points and perhaps the number of fit parameters, as well as keeping a library of forward models corresponding to the expected values of the fit parameters.

Observations and Fitting Procedure

Measurement method

The measurements are made using a compact and portable fibre-optic Fabry-Perot (FP) spectrometer as described by Bailey [11]. The spectrometer is battery powered, connects to a laptop computer via a USB cable, and accepts light via a single-mode fibre-optic cable. Two of these spectrometers have now been built. Each spectrometer is based on a fibre-optic Fabry-Perot tuneable filter (Micron Optics FFP-TF2). These devices are Fabry-Perot etalons constructed entirely in single-mode fibre and can be piezoelectrically scanned by applying a computer controlled drive voltage in the range 0 to 60 V. The devices have very high finesse (5000-6000) and large free spectral range, allowing a large number of independent spectral points to be scanned. We have three FP tuneable filters available, two covering the range 1.54 – 1.67 μm (including CO₂ and CH₄ bands) and one covering the range 1.26 – 1.36 μm covering the O₂ a-X band.

We have carried out measurements with the spectrometers at two locations. The first location is the UNSW observatory site, which is on the roof of a building on UNSW’s Kensington campus. At this location we use a low cost sun-tracking system based on an amateur astronomy telescope mount as described by Bailey [11]. The other location used was the UoW atmospheric chemistry laboratory, where we set up our two spectrometers alongside the TCCON FTIR spectrometer [3]. In this case we used the same sun-tracking heliostat to simultaneously feed both the FTIR spectrometer and the fibre feeds to the two UNSW spectrometers, allowing simultaneous measurements.

Our standard measurement consists of a scan of 3000 – 4000 spectral points made with an exposure time of 200 ms per point. A 4000 point spectrum takes 13.3 minutes to scan and covers about 150 cm⁻¹. The signal to noise ratio (S/N) achieved on such a solar spectrum, after recent improvements to the spectrometer, is greater than 2000. This suggests that in the future, shorter integration times and faster scans could be used while still achieving good S/N. The spectral resolution (R = λ/Δλ) of our instrument is about 70000.

For use in the retrieval software the observed spectra are processed as described by Bailey [11] to remove zero point error (based on dark measurements made at the start and end of every scan), to calibrate in wavenumber, and to calibrate the “ripple” in the transmission of the order-sorting interference filter.

Model Fitting Procedure

The fitting of models to observed spectra is carried out using a software package called ATMOF (ATMOspheric Fitting) [20] [13]. ATMOF performs iterative fitting of a model to an observed spectrum using the Levenberg-Marquardt non-linear least-squares algorithm [17].

Details of the forward modelling procedures and validation are presented in Kenyi et al. [21] and Bailey [11]. The forward model makes use of the VSTAR software to calculate the
atmospheric transmission using the line-by-line method with spectral line data from (HIgh resolution TRANsmission) HITRAN 2008 [22]. The calculated atmospheric transmission is multiplied by the input solar spectrum, at a resolution that fully resolves the lines, to obtain the observed solar flux at the surface. Our input solar spectrum used for the model is discussed in detail elsewhere [11, 20, 21]; it is derived by combining the high resolution Kitt Peak Solar Atlas with the model-based Kurucz flux distribution [23].

A feature of Fabry-Perot spectrometers is that the instrumental line shape has extended wings, and there can thus be significant effects on the overall transmission from spectral lines at large distances from the line centre. To properly model these contributions the forward model must use the correct line shape function. We have found that the line shape of our spectrometer is stable and is very well modelled by the theoretical Airy profile for a Fabry-Perot etalon.

This forward model also includes the transmission function for the interference filter used for order sorting. It is important that this is included in the forward model, rather than applied as a correction to the data, because it is the filter shape that places a limit on the far-wing contributions of the instrumental line shape.

The model requires an a priori atmospheric profile including the pressure-temperature structure and the abundances of important species. For the model fits described here we used a 50 layer version of the widely used mid-latitude summer atmosphere taken from the ICRCCM (InterComparison of Radiation Codes in Climate Models) project [24]. This has 1 km level spacings in the lower atmosphere up to 25 km (the region in which most of the absorption occurs) and then 2.5 km and 5 km spacings for the highest levels.

The atmospheric parameters that can be fitted are the abundances of H$_2$O and CO$_2$. These are adjusted by multiplying the a priori profile by a scaling factor at all altitudes. Other parameters of the model are the SZA, the solar Doppler shift, a wavelength shift applied to the whole spectrum, the spectral resolving power of the Fabry-Perot, and a scaling factor and slope to match the model spectrum to the arbitrary flux units of the measured spectrum. Each of these parameters can either be included as a fit parameter, or set to a fixed value.

**Results and Discussion**

This paper investigates fitting simulations to spectra observed on the 24th October 2012 and on the 9th July 2013 from our UNSW observatory and from the TCCON-FTS site at the University of Wollongong (UoW), for an assumed clear-sky scenario; each spectrum was independently fitted in the retrieval algorithm and the resulting estimates evaluated for accuracy by comparing them with the corresponding prescribed input value. Although the results detailed appear promising there are caveats: the retrieval is affected by unnoticed thin cirrus clouds and variability in surface pressures that bias the radiances, and at larger SZAs the effect of refracting bending as well as aerosols tends to influence the a posteriori solutions. Additional errors are also introduced through the forward model by the assumption that the layered atmosphere is plane parallel. Furthermore, inadequacies in application of the instrument (e.g. uncertainties in the instrumental line shape, spectral resolution, detector nonlinearity, zero offset errors due to uncorrected excess dark current) in addition to those due to the imperfect forward model do introduce systematic errors in the CO$_2$ observations and bias the retrievals.

The issue of surface pressure changes and uncertainties in the atmospheric optical path length modification introduced by aerosol and cloud scattering, and pointing errors could be present...
in our model. These effects are expected to eventually be minimized by using the simultaneous O₂ column measurements (i.e., ratioing the CO₂ and O₂ column densities) since the dry air mole fraction of O₂ is well known and essentially constant. Our instrumental scan time for these spectra is currently 13.3 minutes, however in future work it is planned to cut this down by at least a factor of two to minimise artefacts relating to air mass changes. We hope to address most of these model and instrumental biases prior to carrying out proper error budget analysis (which is well beyond the scope of the paper).

**Example Fitted spectrum**

In this section we show a typical fit of an observed spectrum obtained with the ATMOF system. The spectrum was measured from our UNSW observing site; and is one of the data sets collected on the 4th of October 2012. This is shown in the top panel of Fig. 1 in black; and the modelled spectrum is in red. The bottom panel is the residual difference between the observed and the calculated spectrum.

It can be seen from Fig. 1 that the model fits the observations quit well with residuals well below 2 % and there is a computed root mean square error of 0.0044642. This is however, substantially higher than the measured noise in the spectra which is a factor of 3 lower in this observation. The remaining structure in the residuals is thought to result from incomplete cancellation of the filter ripple, and imperfections in the wavenumber calibration. Some differences may also arise from imperfect matching of the solar spectrum.

![Fig. 1: an example of observed CO₂ data (at 1.58 μm) (in black) fitted with model calculated spectrum (red); the bottom panel is the residuals difference between the observed and the calculated spectrum (green); the solar zenith angle is about 62.5 °.](image)
Retrieved CO₂ and Sensitivity to H₂O

In this section we present some results on retrieved CO₂ and on the sensitivity of CO₂ retrievals to changes in the \textit{a priori} atmospheric profile used. The CO₂ concentrations (ppm) here do refer to total column and are determined in a similar way to TCCON.

Fig. 2 shows the concentrations of atmospheric CO₂ (in ppm) obtained with ATMOF for a set of observations at different times over October 4\textsuperscript{th} 2012. It can be seen that the retrieved CO₂ varies significantly between individual observations over the same day ranging from 382 – 391 ppm. This is a larger variation than would be expected and indicates that we are not yet achieving the accuracy that is needed to be competitive with other instruments, in particular the TCCON network obtains precisions of ~0.2 ppm.

A number of factors could be responsible for the differences. Among these are the instrumental factors noted in the previous section that are leading to structure in the fit residuals, including wavelength calibration errors and filter correction artefacts. Our current detectors show significant zero point drift with temperature, which could alter apparent line strengths. Solar tracking errors could lead to significant errors in the solar zenith angle. Thin cloud at levels too low be immediately apparent could also be responsible. Most of these factors will be addressed with improvements to the instrument currently underway.

In the results shown in Fig. 2 the fitting routine was adjusted to put all the atmospheric water vapour in one specified layer at a time rather than use the standard \textit{a priori} water vapour profile. The retrieved abundances are plotted against the pressure of the layer containing the water vapour. The results show that the retrieved CO₂ abundance is rather insensitive to the location of water vapour in the atmosphere, because even these dramatic changes in the location of the water vapour lead to only small changes in the retrieved CO₂.

The retrieved data in Fig. 2 (b) correspond to a fitted spectrum we observed with our instrument at the TCCON site, located within the Atmospheric Chemistry Department of the UoW; the SZA is ~57.52°. The retrieved profile trend is similar to the other data sets seen in Fig. 2 (a), but reproduced with the error bars that were omitted there for clarity. These error bars are a characterisation of the spread of the observed concentrations from the model simulated data; specifically the difference between the retrieved gas concentration and the true gas concentration measured; the profile is not as smooth as for the synthetic retrievals, probably caused by passage of unnoticed thin cirrus cloud or instrumental drift during the scan.

Sensitivity to Temperature

To test the sensitivity of the retrievals to the atmospheric temperature profile, we generated synthetic spectra using our modelling code with the standard atmospheric profile and CO₂ and H₂O values of 400 ppm and 60 pp10000 respectively. We then fitted to these synthetic spectra using a modified version of the \textit{a priori} model, in this case with the temperature changed by a fixed amount at each level.

The results are shown in Fig. 3: retrieved CO₂ increases with increasing temperature, whereas retrieved H₂O falls slightly with increasing temperature. Note that arbitrarily increasing the atmospheric temperature while pressures are left unchanged has the effect of decreasing the density of each atmospheric layer (in a way that is inconsistent with maintaining hydrostatic balance). More realistic variations of the temperature-pressure profile will need to be considered in the future. The CO₂ abundance therefore has to increase to maintain the same
CO₂ absorbing column. This column effect probably accounts for most of the change seen. The retrieved H₂O shows a different behaviour and this is probably because in the case of H₂O we are not observing complete bands, but outlying lines that may have significant intensity dependence with temperature. For CO₂ we observe a complete band that will show redistribution of absorption between its different rotational lines as temperature changes, but should show smaller changes in total absorption.

![Graph](image)

**Fig. 2:** variability of retrieved total column CO₂ concentrations as a function of the atmospheric layer pressure at which water vapour is placed for a number of measured spectra from our UNSW observatory (a); in the legend nSZA ~ θ, n is a local data ID number, SZA denote solar zenith angle θ in degrees. The bottom panel (b) is analogous, but for a spectrum we observed with our own instrument at the TCCON FTS location of the University of Wollongong, UoW; the SZA is 57.52°.
Changes in the a priori temperature introduce errors in the retrievals. We have considered two numerical cases for temperature change $\Delta T$ before commencing the fitting procedure: firstly when $\Delta T$ is positive and therefore an enhancement to the a priori temperature—the results are apparently in Fig. 3; later $\Delta T$ was changed in sign and the fitting repeated accordingly (the estimates are not shown in the figure for convenience). Finally, the magnitudes of the partial derivatives of the retrievals versus $\Delta T$ were plotted and the Jacobians determined by integration the fitting functions in the interval 0-1.6K. The CO$_2$ temperature Jacobian is about 5.0ppm/K and for the H$_2$O-temperature it is about 0.2pp10000/K. These are large variations for the CO$_2$ retrievals and low for H$_2$O for reasons outlined above, that is, we have not used a realistic case whereby the layer pressure should change too as the temperature is perturbed.

**Conclusions**

We have described the current state of development of retrieval software for measuring CO$_2$ abundance using spectra from a compact fibre-optic Fabry-Perot spectrometer. We have developed a forward model and iterative least squares fitting software package, that can be used to fit atmospheric parameters to an observed transmission spectrum. We are able to obtain reasonably good fits to Fabry-Perot spectra, but calibration issues with the
spectrometer currently limit the quality of the fits. Investigations into the sensitivity of the retrievals to the assumed a priori atmospheric model have begun. Preliminary results show that CO$_2$ retrievals are relatively insensitive to assumptions about the atmospheric water vapour profile, but are quite sensitive to the adopted atmospheric temperature profile.

The results show that improvements are still needed to the instrument and calibration procedures to obtain competitive performance for greenhouse gas retrievals. The sensitivity tests show that it will be important to use realistic a priori atmospheric profiles rather than the standard atmospheres used in these preliminary studies.
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Summary: The cost of using commercial Radio Frequency (RF) bands is prohibitive for University and most private spacecraft telemetry and command link applications. Amateur bands are available for this purpose at no cost, but require frequency reservation through the International Amateur Radio Union (IARU). The process leading to this reservation is complex and needs to be carried out well in advance of the mission. It also requires the applicant to possess at least a standard Amateur Radio Call Sign. Information required for the application includes details such as output transmitter power, International Telecommunications Union (ITU) emission designation, antenna gain, radiation pattern, noise temperature, and signal power attenuation link budget. In addition mission parameter details such as mission duration, tele-command sequences, details of the positive transmitter command procedures, power supply budget, Keplerian elements and launch parameters are required. The assembly of this information is time consuming and requires intimate knowledge of the mission, and substantial liaison with the design team during the design process. The preparation of this document should be viewed as an integral part of the design phase of the mission, up to and including the Critical Design Review. I present some of these details regarding the University of Sydney i-INSPIRE mission and the QB50 spacecraft.

Keywords: frequency allocation, spacecraft, picosat, amateur radio, commercial radio

I. Introduction and Summary

Amateur radio operators are very familiar with the concept of self-regulation. Under normal circumstances this works very well for locally operated terrestrial repeaters and personal radio stations. Satellite applications are obviously different because they have a global effect due to the motion of the satellite around Earth. This global effect must be taken into account when assigning bands to the satellite. The International Amateur Radio Union (IARU) co-ordinates this process when the satellite operators choose to use amateur bands for this purpose. Amateur bands are particularly popular because they are, as the name suggests, assigned free of charge. The author has investigated the use of commercial bands for the i-INSPIRE project. Informal discussions with the Australian Communications and Media Authority (ACMA) revealed that the likely costs of commercial frequency assignment for a pico-sat mission of this type, substantially exceeded the cost of the launch. Figures of the order of $32,000.00 were suggested in the course of these discussions. The form referred to here can be found at http://www.iaru.org/uploads/1/3/0/7/13073366/iarucoordinationrequestversion28.pdf. The frequency co-ordination application must be led by
Table 1: IARU world regions

<table>
<thead>
<tr>
<th>World Region</th>
<th>Member Continents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region 1</td>
<td>Europe, Africa, Middle East and Northern Asia</td>
</tr>
<tr>
<td>Region 2</td>
<td>The Americas</td>
</tr>
<tr>
<td>Region 3</td>
<td>Southern Asia and the Pacific</td>
</tr>
</tbody>
</table>

a licensed amateur radio operator who holds least an Australian Standard call sign. It is highly recommended that the person who carries out this process is experienced and knowledgeable in matters related to radio communication, and ideally holds an Australian Advanced call sign. The advanced level call sign permits the operator to use transmitter powers up to and including 400 Watts peak envelope power (PEP), while a standard operator is limited to a maximum of 100 Watts PEP. These figures apply for both the space station and the ground station. Standard and Advanced operators can use digital and other non-vocal transmission modes. The latter modes are very useful in communication with a satellite, as they permit the exchange of telemetry and experimental data as well as images. This paper proceeds while summarising the IARU forms and information in Section II, the more important and difficult sections are described in Section II-A, and illustrated using examples from i-INSPIRE. Section III contains some concluding remarks. The application process is very complex when it is being made on behalf of a higher degree granting institution. Approval by numerous entities within Universities are required. These begin with the departmental heads, then to faculty deans, University lawyers and finally the Vice Chancellor or proxy. The whole process can take in excess of 3 months to complete.

II. Radio Link Information Required by the IARU

Information required to complete the frequency co-ordination request is supplied in 11 sections. The document control is covered in section 0 and contains minor information about the documents used in the submission and the expected launch date. Section 1 covers information about the spacecraft, which will be published openly, including the mission names before and after launch, if different, and the country of origin of the license. This latter piece of information is particularly important since it allows the IARU to determine which of 3 World Groups the licensee belongs to. Separate frequency bands are applied to the different world groups II The IARU world regions are broadly the same as the International Telecommunications Union (ITU) world regions. Australia is in region 3.

For each of these regions the 70cm amateur band between 435MHz to 438MHz is allocated world wide for satellite use on the basis that its use causes no interference to other commercial and non-amateur operations. There are other bands, some as high as 400GHz which are available under limited circumstances. The amateur bands contain a mixture of primary and secondary sub bands. Bands referred to as Primary, are to all intents and purposes owned by the amateur radio system. The 70cm band is not primary, although it forms part of the amateur band plan. Details of the person applying for the allocation are contained in section 2. This consists of details about the identity of the licensee and that person’s amateur radio qualifications and call sign. Section 3 of the application is concerned with the details of the organization that owns the satellite or is responsible for it’s design, construction and operation.
In addition, details of the local Amateur Radio national authority are also dealt with, in this case the Australian authority is AMSAT-VK. This part of the document can also be thought of as a form of identification. Section 4 contains the more significant details of the proposed space station (or satellite). This is the portion for which close liaison with the design team is most important. If effect it requires the applicant to lay out a detailed design of the communications link with the spacecraft. In the case of the i-INSPIRE mission the author simply used the web site http://sydney.edu.au/i-inspire-satellite/ to cover most of the questions asked in this part of the document. This includes most of the details of the mission known at the time of writing, and all of the papers published relating to the project [2], [3], [4], [5]. Within the description of the satellite, information required includes the overall mission plan, duration, proposed transmit and receive frequencies and ITU emission designators (see the relevant section below), a description of the spacecraft physical structure, a functional description of each section of the spacecraft and a power budget for each system in the spacecraft. Section 5 of the application requires the provision of operationally sensitive information which is not published. This includes the frequency plan and emission designators plus a description of any cyphers used in the communications link and direct space station transmitter controls. This latter point requires details of the space station control sequences and any turnoff or turn on commands. Also required in this section are details of any ground stations to be used for control of the spacecraft. Section 6 is concerned with telemetry details. These include frequencies, emission designators, link budget, telemetry equations and transmission format. Each of these will be touched upon later in this paper. Launch details and orbit parameters are covered in section 7. This includes the launch agency, the location of the launch, the Keplerian elements of the orbit and a manifest of other payloads on the proposed launch. Sections 8 and 9 cover the details of the Earth or Ground stations likely to be supporting the mission as for the space station but with the tele-command sequences covered earlier in section 5. Section 10 is a catchall for any other details.

A. RF Details

The radio link information for this or any mission consists of Radio Frequency (RF) link parameters including antenna gain and radiation pattern as well as signal power link budget. For the i-INSPIRE mission these details are quite straightforward. The mission is primarily a technology demonstrator and is not commercial. The link is simplex. The antenna is a simple centre fed dipole, which will have a gain of 1.5, (the typical gain for antennas of this type). The radiation pattern is also typical of centre fed dipole antennas: It is expected to be a typical “donut” pattern of the type seen in figure 1, modified only by the presence of the body of the spacecraft. The link budget is as follows, these figures are current at the time of publication, but may change when the orbital parameters are better known. The total attenuation leaves a link margin of 8.55dB above the detection threshold with a signal to noise power ratio of 20.55dB at the ground station. The uplink figure of merit is $-24.99dB$. The figures quoted here are averaged over one acquisition period.

B. ITU Emission Designators

Amateur radio was originally referred to as experimental radio. This was, of course, in the early days when amateurs actually were experimenting with the process. In the course of this experimentation they tried many different types of modulation and transmission and,
accordingly, required a means of conveying what type of transmission they were using. A fairly complex system of symbols consisting of letters and numbers were developed. The details of this system as it applies to our application is below. The emission designator for i-INSPiRE is 8K00F2DBN indicating that we expect to need a bandwidth of 8 KHz. Bandwidth is expressed as H (hertz) K (kilohertz) M (megahertz) G (gigahertz) with the letter placed where the decimal point would be in the respective bandwidths; for example an 8 KHz bandwidth is expressed as 8K00. The next symbol indicates the type of modulation of the main carrier, in our case F for frequency modulation. The second character indicates the nature of the modulating signal; for i-INSPiRE the number 2 is used, indicating a single digital channel with carrier modulation. The third symbol is the letter D indicating data or telemetry information is to be transmitted. The fourth symbol indicates that we are using a two condition code of constant duration (simple binary), expressed using the letter B. The last symbol indicates the nature of any multiplexing, in this case the letter N is used to indicate no multiplexing is applied. At present we expect that the emission designator for the subsequent QB50 mission will be the same as this, but this may change depending on the final design. The interested reader is referred to the web site [1] for a more detailed explanation of this system of symbols.

C. Tele-command Equations

The IARU requires that all of the data likely to be transmitted by the space station to the ground station be expressed as a series of (usually simple) equations. These equations are not necessarily analytical in any sense, nor are they required to be. They are simply a set of polynomial equations empirically fitted to the likely functional form of the data to be exchanged. The limits within which these data fits are valid are also required. A typical example of this type of these is equation 1 where \( N \) is the number transmitted, \( V \) is a battery voltage, and the range of validity is between 6.4V and 16.4V.

\[
V = 0.1N + 6.4(volts)
\]  

(1)
<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Power (mW)</th>
<th>Duty cycle (hrs/day)</th>
<th>mWh/day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>558</td>
<td>19.4</td>
<td>10825</td>
</tr>
<tr>
<td>Onboard data handling</td>
<td>150</td>
<td>24</td>
<td>3600</td>
</tr>
<tr>
<td>Transmitting</td>
<td>110 to 600</td>
<td>12</td>
<td>1320</td>
</tr>
<tr>
<td>Receiving</td>
<td>27</td>
<td>12</td>
<td>324</td>
</tr>
<tr>
<td>Payloads</td>
<td>55</td>
<td>24</td>
<td>1320</td>
</tr>
</tbody>
</table>

**Total Energy Available (mWh): 10825**  
**Total Used (mWh): 6564**  
**Energy Remaining (mWh): 4261**

*Table 2: i-INSPIRE power budget*

**D. Power Budget**

The likely power budget for this mission depends on the solar panel output, the period of the orbit, the time and proportion of the orbit in eclipse and the load required by the payloads and telemetery systems. The size of the battery is also a consideration. The power budget for i-INSPIRE is contained in table 2 corrected from reference [4].

The largest single drain on the power used by the satellite is due to the onboard computer for data handling. The instantaneous load applied to the transmitter is greater but has a much lower duty cycle. In reality we expect that the spacecraft will be within range of the likely ground stations for periods not exceeding seven minutes, and not more than four times per day.

**E. Noise Temperature**

The noise temperature of the transmitter is also one of the required parameters. The Noise Temperature is defined as the temperature which would produce the expected Johnson-Nyquist noise level for the transmitter circuit. It is in effect, the emission temperature which could produce the emitted power assuming a Rayleigh Jeans power law approximation. The transmitted power $P$ in watts and the bandwidth in hertz $B$ are related to the temperature $T$ in kelvins in equation 2:

$$\frac{P}{B} = k_B T$$

(2)

where $k_B$ is Boltzmann’s constant ($= 1.38 \times 10^{-23} J/K$). Making $T$ the subject of the equation reveals

$$T = \frac{1}{k_B}(P/B).$$

(3)

In the case of i-INSPIRE this results in a total noise temperature of $5.4 \times 10^{18} K$. 
F. Tele-Command Sequences

These details are not published for security reasons, but are required by the IARU in case there is a need for the IARU, or other national or international authorities to command the spacecraft transmitter off. While this is not yet known to have happened, a spacecraft transmitter would need to be turned off if it could be shown to be the likely cause of substantial interference in the same or in different frequency bands.

G. Orbit Details

The launch service for i-INSPIRE is to be provided by Inter Orbital Systems (IOS) from a site about 100Km to 200Km off the coast of California [5]. This mission is expected to be flown in a low altitude (310Km), high inclination (98°), essentially polar orbit. At this altitude the expected mission lifetime is heavily dependant of solar activity, which at the time of writing is fairly high. High levels of solar activity cause high levels of ionisation in the ionosphere and also the exosphere. This tends to expand the atmosphere to higher altitudes which results in higher levels of drag for Low Earth Orbit (LEO) spacecraft. The expected lifetime of this mission is 24 days, but is subject to considerable uncertainty. Small differences in altitude have a large impact on lifetime due to varying drag in addition to the solar/terrestrial atmospheric influences mentioned above. The full set of Keplerian elements are not known at this stage for this mission. The final parameters will be supplied, either by the launch service provider or by the US NORAD, after orbital insertion.

III. Concluding Remarks for i-INSPIRE and QB50

The frequency allocation process for the University of Sydney i-INSPIRE satellite is currently underway, with the formal application under consideration by the IARU. The system will consist of a simplex 70cm amateur link in the frequency range 435MHz to 438MHz. Completion of this allocation is expected by the end of 2013 or early 2014. The University of Sydney QB50 satellite, probably to be called INSPIRE-2, will be launched with the rest of the QB50 constellation in 2015 (http://www.qb50.eu). This will be a double unit cube sat with a 2m uplink system and a 70cm downlink. The design is not complete yet so these systems are not fixed. The frequency allocation will be handled as part of the QB50 system by the Von Karman Institute (VKI) in Belgium.
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Summary: The Garada Project is funded under the Australian Space Research Project (ASRP). Garada project – a Synthetic Aperture Radar (SAR) Satellite Formation Flying constellation – requires precise relative position, timing and attitude knowledge for its satellites to allow the SAR operation to be executed cooperatively and synchronously. This paper describes the navigation performance of Namuru V3.3, a dual GNSS (GPS and Galileo) receiver designed specifically for in-orbit operations. Testing for low earth orbit operation was performed using a Spirent multi-GNSS simulator (GSS8000) that was used to generate scenarios using both GPS and Galileo constellations. Data from the Namuru V3.3 receiver was processed using Matlab and compared against Spirent-derived truth data. In this paper, the test results and a detailed analysis of the quality of pseudorange- and carrier phase-derived navigation and position solution in orbit scenarios is presented. The NMEA output stream from the receiver was processed using Matlab to investigate the navigation solution’s performance. The inter-satellite (baseline) solution was processed using RTKlibPro, an improved version of RTKLIB developed by UNSW.

Keywords: Namuru V3.3, dual-constellation GNSS receiver, navigation performance.

Introduction

The Namuru family of FPGA-based GPS receivers is one of the key research outputs of the Australian Centre for Space Engineering Research (ACSER) at the University of New South Wales. Different versions of Namuru receivers provide different capabilities in the GNSS environment, with the Namuru V3.2 GPS L1 receiver having been developed specifically for spaceborne applications such as Project Biarri [1]. On the other hand, the Namuru V3.3 used for the Garada project is a dual-constellation GNSS (i.e. GPS L1 and Galileo E1) receiver that inherits all the characteristics of Namuru V3.2. The key difference is not only the firmware that runs into the receiver but also the hardware.

Although the navigation performance of the Namuru V3.2 GPS receiver, as well as earlier version of the Namuru (i.e. V2.4), was analysed by [2] and [3], Namuru V3.3 GNSS receiver’s performance has not had not to this date been investigated. The Namuru V2.4 dual-constellation GNSS receiver was analysed by [4]. In this paper the most recent dual-constellation GNSS (i.e. GPS and Galileo) Namuru receiver’s navigation performance was studied. As this V3.3 receiver is a new development from the ACSER team, the navigation performance needed to be analysed as it was specifically designed for in-orbit operations.
Test setup

To test the performance of Namuru V3.3, GPS (L1) and Galileo (E1) signals were generated using a GSS8800 Spirent GPS simulator as shown in Figure 1(a). The scenario in Table 1 generates signals that match closely with the signals that would be received by a spacecraft in low earth orbit. The RF output from the Spirent was fed to the Namuru V3.3 receiver’s antenna port, while the receiver RS232 port was connected to a desktop computer. A Windows-based terminal program (called Termite) was then used to log serial data to a hard disk for later analysis. Figure 1(b) is a block diagram of this test setup.

![Fig. 1(a): Namuru V3.3](image)

![Fig. 1(b): Block diagram of the test setup](image)

<table>
<thead>
<tr>
<th><strong>Table 1: Scenario parameters</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Epoch start:</strong> 17:00:00, 25&lt;sup&gt;th&lt;/sup&gt; August, 2011</td>
</tr>
<tr>
<td><strong>Orbit parameter:</strong></td>
</tr>
<tr>
<td>Semi-major axis (a)</td>
</tr>
<tr>
<td>Eccentricity(e)</td>
</tr>
<tr>
<td>Inclination (I)</td>
</tr>
<tr>
<td>Right ascension (Ω)</td>
</tr>
<tr>
<td>Argument of perigee (ω)</td>
</tr>
<tr>
<td>Mean anomaly (M0)</td>
</tr>
</tbody>
</table>

Three different application scenarios were developed for the navigation performance analysis. A very short baseline (i.e. 1m) application scenario was used to check the applicability of
Namuru V3.3 in multi-GNSS attitude determination, which requires a precise relative positioning solution. This test only focuses on the navigation and relative position solutions. However, altitude determination using multi-GNSS is out of this paper’s scope. Interested readers are referred to [5] for further details of the multi-GNSS altitude determination algorithm and the performance of Namuru V3.3 for such an application.

Next, a short baseline (500m) application scenario was used for testing receiver applicability in a bi-static SAR mission. This mission consists of a constellation of formation flying satellites, with 3 or 4 satellites in each formation [5]. A short baseline (i.e. 500 to 1000m) between two satellites was investigated.

Finally, a zero-baseline test was proposed to study the precision of the receiver measurements. Availability of several Namuru V3.3 receivers for testing was difficult at the time of this study due to limited availability of the hardware prototype. As a result a single Namuru V3.3 was used to define a “virtual” zero-baseline. This virtual zero-baseline was formed using two runs of the same test scenario with the simulator. After collecting two sets of raw measurements, navigation and baseline position solutions were generated for analysis. This virtual zero-base line analysis methodology is adopted from [3]. Table 2 summarises the three application scenarios.

Table 2: Application scenarios

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Very short baseline (1m)</td>
<td>By changing antenna position to 1m in ‘X’ direction in WGS84 reference frame.</td>
</tr>
<tr>
<td>2</td>
<td>500m baseline</td>
<td>By changing antenna position to 500m in ‘X’ direction in WGS84 reference frame.</td>
</tr>
<tr>
<td>3</td>
<td>Zero-baseline</td>
<td>Using virtual zero-baseline</td>
</tr>
</tbody>
</table>

Navigation Solution

The Namuru V3.3 produces National Marine Electronics Association (NMEA) message output along with other proprietary messages. Proprietary messages are used to obtain a full-fledged RINEX message format which was later used in post-processing. Limitation of the current Namuru V3.3 is that it cannot decode the Galileo ephemeris or almanac data. The navigation solution was obtained using RTKLIBPro which is a modified and upgraded version of an open source software package for GNSS carrier phase and pseudorange positioning [6]. Details of the algorithms implemented for GNSS positioning can be found in [6,7].

To validate the quality of these solutions, the navigation solution output from the three application scenarios (mentioned in the previous section) was analysed. All tests were conducted using an in-orbit scenario assuming no ionospheric or ephemeris errors. Each test provided two sets of data. One from the base antenna (hereafter referred to as the ‘base’) and the other from the rover antenna (hereafter referred to as the ‘rover’). This rover antenna is in a different position from the base antenna, except for the zero-baseline application scenario. All the accuracy results presented here are in x±y format where x is mean and y is standard deviation (at 1 σ) of the data set. All the navigation results are presented in the WGS84 XYZ coordinate system, which were compared with the truth data used for the Spirent simulator.
First the navigation solution from “Case1: very short baseline” is presented. This test was designed to analyse Namuru V3.3’s applicability for GNSS attitude determination [5]. From this test it was observed that the 3D accuracy of the pseudorange-based navigation solution from the base and the rover was 6±5m, and 5±5.7m, respectively. One point to note is both cases did not finish at exactly same point. During the experiment of “rover case” simulator stopped right before where it suppose to finish. However, this did not hamper the comparison analysis as only the common epochs are considered for comparison. Figure 2(a) and 2(b) show the navigation solutions obtained from the receiver for both base and rover. Figure 2(c) and 2(d) show the difference from the true orbit for both cases. Although the result from the navigation solution has lower accuracy and higher standard deviation than the previous Namuru version (i.e. Namuru V3.2), which was 0.5±4m [3], it satisfies the mission design requirement. As the noise level (i.e. standard deviation) was more than the baseline length, data from both the base and the rover needs to be processed using carrier phase observations. From Figure 3 it can be seen that the 1m baseline cannot be identified using only the pseudorange-based navigation solution. The accuracy of the velocity was 0.1±3m/s, 0.1±3m/s and 0.01±3m/s for the X, Y and Z components, respectively. Figure 2(e-f) shows the velocity solution with respect to the true values.
Next, the navigation solution from “Case2: short baseline” is presented. The Namuru V3.3 is designed for SAR formation flying [5]. As a result, operation across a range of baseline lengths is necessary. (In this paper, a short baseline (i.e. 500m) was analysed, whereas long baseline (i.e. >1km) tests will be conducted after Namuru V3.3’s hardware and firmware are upgraded.) It was observed that the 3D accuracy of the pseudorange-based navigation solution from the base and the rover was 6±5m and 6±6m, respectively. Figure 4(a-d) shows the navigation solutions obtained from the receiver for base and rover, as well as the difference from the truth for both cases. On the other hand, from Figure 5 it can be seen that the 500m baseline can be identified using navigation solution. However, the 3D accuracy of baseline was -1±5m, hence carrier phase observations should be used in the solution. Velocity accuracy was similar to that of Case1. It was observed that both base and rover cases were 0.1±4m/s, 0.2±4m/s and 0.1±4m/s for the X, Y and Z components respectively. Figure 4(e-f) shows the velocity solution with respect to the true values.
Fig. 4(a): Navigation solution (Base)

Fig. 4(b): Navigation solution (Rover)

Fig. 4(c): Coordinate difference (Base)

Fig. 4(d): Coordinate difference (Rover)

Fig. 4(e): Velocity difference (Base)
Finally, the results of navigation solution from “Case3: zero-baseline” are presented. This test was designed to study the system noise level in the baseline position solution. It was observed that the 3D accuracy of the navigation solution from both the base and the rover was 7±5m. As this is a zero length baseline, both base and rover antenna are positioned in the same physical place. The pseudorange-based navigation solution’s accuracy and precision was low hence carrier phase observations should be used. The zero-baseline navigation solution had an accuracy of -0.06±2m, -0.06±2m and -0.05±2m for the East, North and Up components (with respect to base), respectively. Figure 6 shows the zero-baseline solution.
Baseline solutions were also generated using RTKLIBPro with assumed standard deviations of the carrier phase and pseudorange observables are 0.003m and 0.030m, respectively. “Fix and hold” ambiguity resolution method was used for ambiguity resolution. Both carrier phase and pseudorange observables were used to generate accurate relative position solutions. The baseline solution from “Case1: very short baseline” now has high accuracy, being 0.01±0.06m for ambiguity-float solutions and 0.007±0.008m when the ambiguities were fixed to their integer values. For this test the integer ambiguities were resolved for 99.2% of the time. One drawback was the required time to obtain an ambiguity-fixed solution – on average 10 minutes. After analysing the residuals of the solutions it was noticed that there was a high level of noise present at the beginning, which did not satisfy the statistical validation threshold (i.e. minimum “ratio” for acceptance of ambiguity-fixed solution was set to 0.33 [8]). After improvements identified for the hardware are available this result is expected to be of even higher precision and accuracy. Figure 7(a) shows the ambiguity-fixed baseline solution, while Figure 7(b) shows the difference between the truth and the baseline solution. Figure 7(c) shows the scatter plot of the error, where it can be observed that results are indeed of high precision.
Next, the baseline solution from “Case2: short baseline” was analysed. It was observed that 3D accuracy of 0.03±0.16m was obtained for ambiguity-float solutions and 0.006±0.004m was obtained when for ambiguity-fixed solutions. However from time period 21:58:17 to 22:10:51 only an ambiguity-float solution was possible (yellow dots in Figure 8(a)). This sudden “ambiguity loss” issue is currently under investigation by the authors. The Namuru V3.3 receiver design requirement was 0.0±0.10m, which was not achieved for ambiguity-float solutions. On the other hand, the Namuru V3.2 did meet the mission design accuracy requirement of 0.01±0.10m [3]. Figure 8(a-c) shows the baseline solution, the difference between the truth and the baseline solution, and the scatter plot of the test, respectively.
Fig. 8(a): Short baseline solution  
Note: yellow dots represents float ambiguity

Fig. 8(b): Baseline difference
Finally, baseline solution from “Case3: zero baseline” was analysed. In this test the zero-baseline solution had a 3D accuracy of $0.002\pm0.002m$, with ambiguity-fixed solutions obtained 100% of the time. Residuals of the GPS L1 and Galileo E1 pseudoranges were $0.60\pm1.2m$ and $0.031\pm1.2m$, respectively, while the carrier phase residuals were $0.0\pm0.002m$ and $0.0\pm0.002m$, respectively. These results confirm that random observation error and the propagation of receiver biases (if any present) cancelled during zero-baseline carrier phase measurement processing. On the other hand, pseudorange measurements from both GNSSs indicate the presence of a certain level of bias. It is suspected that these biases might be generated by the receiver clock because this test involved a single receiver and a virtual zero-baseline setup. Figure 9(a) shows the zero-baseline solution. Figure 9(b) shows the scatter diagram of the error, and Figure 9(c-d) show the GPS L1 and Galileo E1 residuals, respectively.

![Fig.8(c): Short baseline error scatter plot](image)

![Fig.9(a): Zero-baseline solution with ambiguity fixed.](image)
In this paper the Namuru V3.3 dual GNSS spaceborne receiver was tested in orbital scenarios. Navigation and velocity solutions were assessed using two different orbital scenarios. Furthermore, the baseline solution was investigated, in particular for the validity and applicability of carrier phase measurements for in-orbit applications where the receiver experiences high dynamics. Going forward, after the improved hardware is available; the zero-baseline solutions need to be re-analysed. Longer baselines (i.e. 1 to 100 kilometres) also need to be analysed to determine whether the Namuru receiver can satisfy the SAR mission requirements.

**Concluding remarks**

Fig. 9(b): Baseline error scatter plot

Fig. 9(c): GPS L1 residuals

Fig. 9(d): Galileo E1 residuals
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Summary: The Namuru V3.2 GPS receiver is a single frequency, FPGA based receiver that has been designed specifically for navigation, timing and high precision relative navigation in low earth orbit. With its intended use on the UNSW 'EC0' CubeSat to be deployed as part of the QB50 constellation, there exists an opportunity to use the receiver to perform radio-occultation and GPS reflectometry experiments. In this paper, we discuss the modifications necessary to allow the receiver to be used to perform these experiments. Particular emphasis is placed on the GPS reflectometry experiment, which has software and hardware requirements that differ substantially from the standard requirements of navigating GPS receivers. Design considerations for the FPGA correlation logic will be discussed in detail, as well as our solution to meet those design constraints.
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Introduction

The 2010 launch of the Australian Centre for Space Engineering Research (ACSER) at the University of New South Wales (UNSW) has heralded a significant change in the perception of space-related projects within the university. Since then, ACSER's Australian Space Research Program (ASRP) funded Garada project, 'Synthetic Aperture Radar (SAR) Formation Flying', has been successfully completed and the GPS receivers for the Defence Science and Technology Organisation (DSTO) Biarri project [1] are nearing final delivery.

One of ACSER's newest projects is participation in the von Karman Institute of Fluid Dynamics (VKI) QB50 program. This program, funded through the European Union Framework Programme 7 (FP7) research grants, has VKI funding the launch of up to 50 2U and 3U cubesats into low earth orbit in order to gain an unprecedented temporal and spatial picture of the lower thermosphere. Each participant is required to fund its own QB50 compliant CubeSat design [2], with each CubeSat required to contain one of three sensor packages, as selected by the program participant. Spare payload capacity is available for the
participant's own experiments, thereby allowing the participant to fly their own satellite payloads without having to absorb any launch costs.

UNSW has four different experiments planned for its Educational Cubesat 0 (EC0) QB50 entry. The first of these is the RApid Manufacture of Space Exposed Structures, abbreviated to RAMSES, in which the satellite superstructure will be constructed using rapid prototyping 3D printing techniques using PAEK HP3 thermoplastic material. The material will be thoroughly characterized for its use in space before launch, and will be subject to additional monitoring throughout the flight. The second 'Rapid recovery from SEUs in Reconfigurable Hardware' experiment, abbreviated to RUSH, will investigate techniques by which Field Programmable Gate Arrays (FPGAs) may automatically recover from single event upsets (SEUs), as occurs in the harsh environment of space. The third experiment, seL4 Reliable Optimized Critical Systems or seL4 ROCS, is the software equivalent of RUSH, except that in this case the proven microkernel operating system developed by National ICT Australia (NICTA) will be flown and operated on board the spacecraft. The fourth experiment, and the topic of this paper, is to fly the UNSW developed Namuru V3.2 GPS receiver, which will be used primarily for providing navigation solutions for the spacecraft. However, unlike standard space-based GPS receivers, the Namuru V3.2 receiver will also incorporate modifications that will allow it to be used to perform GPS-based remote sensing, with experiments relating to GPS radio-occultation (GPS-RO) of the ionosphere [3] and GPS reflectometry of the earth’s surface being planned.

GPS reflectometry (GPS-R) is a form of remote sensing that detects and processes forward scattered GPS reflections from the earth’s surface [4], with the directly received signal sometimes also used in addition to the reflected signals. Characteristics relating to the reflecting surface may then be inferred, including sea surface wind speed and direction, the detection of sea ice, altimetry, land categorization and soil-moisture.

Reflected GPS signals differ from directly received GPS signals in several respects. The first difference is signal polarization, which is mostly left-hand circularly polarized (LHCP) rather than right-hand circularly polarized (RHCP), this being due to the significant polarization reversal associated with each reflection event. A second difference is the power levels of the signals, with reflected signals experiencing some level of attenuation during the reflection process. The third difference is distortion of the detected signal, which in this case is due to the received signal actually being the superposition of a multitude of reflections that occur close to the specular reflection point. This causes the measured GPS correlation triangle to have a trailing edge that extends well beyond the one chip correlation code delay when reflected by a rough surface. One form of GPS-R measurement involves analysis of the trailing edge of the correlation curve in the time-domain, thereby allowing the sea surface roughness to the estimated. A second GPS-R measurement is similar to the first, except that the measurements are performed at a wide range of Doppler frequencies, leading to the construction of a delay-Doppler map (DDM).

In this paper, we first introduce the Namuru V3.2 GPS receiver, followed by an examination of some of the requirements imposed by the GPS-R experiment on the system. We then discuss our solution to the problem, taking into account the resources available within our hardware, with the focus of this paper being the FPGA modifications required to support this application.
Namuru V3.2 GPS Receiver

The Namuru V3.2 GPS receiver is a single frequency, FPGA-based GPS receiver that has been designed specifically for operation onboard a Boeing Colony 2 CubeSat platform [1, 5, 6]. The receiver is manufactured by General Dynamics Pty Ltd, a privately owned NZ based company with which the Surveying and Geospatial Engineering (SAGE) group at UNSW has had a long-standing relationship. UNSW owns the FPGA correlator design that allows the GPS signals to be down-converted, de-spread and converted to a state suitable for being controlled by the GPS firmware. UNSW also holds licenses and full source code for the Aquarius GPS firmware [7] that allows, but is not limited to, use of the firmware for its own research purposes. This powerful combination of intellectual property provides an unparalleled capability for highly skilled engineers to modify the receiver for a variety of unusual applications that are not available using commercial off the shelf (COTS) equipment. It also allows development of receiver designs without being hampered by US International Traffic in Arms Regulations (ITAR), which are particularly problematic for space-based GPS receiver development due to the high speed and altitude requirements for such receivers.

The Namuru V3.2 GPS receiver is one of a family of Namuru-based designs, with this particular variant employing Flash based MicroSemi FPGA's that were selected due to the improved resistance afforded by flash memory-based designs against single event upsets (SEUs) and single event latch-ups (SELs). The main GPS correlator is located within a MicroSemi ProASIC3E1500 device, while a MicroSemi SmartFusion A2F500 incorporates an ARM Cortex M3 processor that runs the Aquarius GPS firmware and Biarri boot-loader at a speed of 80 MHz. The SmartFusion also includes 512 kB of onboard Flash that is used to store the firmware, 64 kB of high speed SRAM and FPGA fabric approximately 1/3 the size of the ProASIC device. It was originally hoped that the GPS correlator could be incorporated into the SmartFusion FPGA fabric, but unfortunately the fabric was too small and an additional FPGA ended up being required. In a similar vein, the internal 64 kB SRAM was also too small to support the software requirements and an additional external SRAM was also included in the design. As it turns out, the unused SRAM and the unused SmartFusion FPGA fabric have been used in our GPS-R solution.

GPS-R Requirements and System Constraints

A receiver designed for GPS-R differs substantially from a standard GPS receiver designed for position, velocity and timing (PVT). First, the signals to be processed are LHCP signals that typically originate from the nadir, compared to the RHCP signals that typically originate from directly satellites located anywhere from the horizon to the zenith. Those LHCP signals will also be significantly attenuated. This means that not only are non-standard, non-COTS antennas required, but any antenna system is required to incorporate additional gain in order to counteract some of the attenuation inherent in the raw signals. As a consequence, if GPS-R is to be carried out in addition to standard navigation, two different antenna systems are required; a standard-zenith pointing RHCP antenna and a nadir pointing high-gain LHCP antenna. Additionally, each of these antennae is required to be connected either to its own individual RF front end, or alternatively, may be switched to a single RF front-end provided time multiplexing of the signals is acceptable.

Following reception, down-conversion and quantization of the received signals, the next step involves the processing of those signals. Again, this differs completely from standard PVT processing, which requires that each signal be acquired then tracked (usually with a phase locked loop), ephemeris, clock correction and timing data extracted from those signals and pseudorange, pseudorange-rate and carrier phase measurements generated at a rate of at least 1 Hz, after which the navigation solution is calculated. In contrast, the GPS-R processing need
not be performed in real time and ideally are processed with a flexible software receiver, perhaps using hardware acceleration, in order to maximize the versatility of the system and allow for future reprocessing of the data when new techniques become available. This is especially the case for systems that are in the research phase. Furthermore, the type of processing also differs substantially from standard receivers, with the main observables being either the delay waveforms or delay-Doppler maps (DDMs) for each specular reflection.

Transmitting any captured IF data to ground for post-processing is the ideal solution, although the data-rates and bandwidths of the GPS signals may exceed the storage and communications capacity of the spacecraft. For example, the GP2015 RF front-end used by the Namuru V3.2 samples the GPS L1 signal at a rate of 5.714 MHz at 2-bit (sign & magnitude) resolution, leading to a data-rate of 11.428 Mbps. With this IF sample rate, even 1 second of data consumes 1.428 MB, and although high capacity flash storage may be externally available, there may not be sufficient bandwidth to that system to permit saving large periods of data in real-time.

A space-borne GPS-R observation from a CubeSat has additional complications, including limitations on the downlink communications capacity from the spacecraft. This is definitely the case for the EC0 spacecraft, which had a 19,200 bps UHF downlink capacity when this project was first proposed, but may also be equipped with a 100 000 bps (limited to 25,000 bps) S-band downlink capacity. At 19,200 bps, the minimum transmission time of 595 seconds for 11.428 Mb was barely unacceptable, but even with the upgraded capability, transmitting 1 second of captured IF signals from a GP2015 would take at least 457 seconds or longer, depending on the transmission messaging format and overhead. In both cases, onboard processing of the signals may be beneficial even if the flexibility of the data is reduced. This means that the period between successive GPS-R observations is over 450 seconds even in the best scenario.

In addition to communications constraints, a 2U cubesat such as EC0 is subject to significant size and weight restrictions. These become especially apparent when considering the LHCP antenna array, which is a typical solution to the problem of increasing the gain of the nadir-looking antenna footprint. Not only is the area available for the array limited to 20 cm x 10 cm, but some of that area is reserved for the CubeSense earth horizon sensor camera and an S-band antenna for communications downlink. Furthermore, the dimensions available for the antenna array are near the limit for receipt of the GPS L1 signal wavelength of 19 cm. The space available for the payload electronics is also limited, with a consequence that the single GPS receiver board is required to fulfill all of the associated requirements (PVT, GPS-R and GPS-RO), despite the fact that they differ in many respects.

EC0 Namuru GPS Reflectometry Solution

The primary mission for the EC0 Namuru GPS receiver is to provide PVT functionality for the spacecraft, thereby allowing us to gain flight heritage for our receiver design. Both GPS remote sensing experiments are considered secondary experiments that add scientific and engineering value to the mission, but should not increase the risks associated with the mission.

To ensure this outcome, we consider the minimum requirement for including the EC0 Namuru receiver to be one in which the receiver can be interfaced to the on-board-computer (OBC) for power and communications, and a zenith pointing L1 RHCP active patch antenna for navigation. This will be achieved through the construction of a daughter board that will form the electrical and mechanical interface between the Boeing Colony 2 CubeSat interface that the Namuru V3.2 is currently designed for, and the CalPoly CubeSat design that the EC0
is required to meet. The advantage of this approach is that it allows the stock Biarri-designed receiver to be used without major modification, save for minor firmware modifications to provide the I2C functionality that is the cornerstone of the CalPoly interfacing system.

However, use of a daughterboard also allows the inclusion of additional functionality required to support the GPS remote sensing. This will be done by including an RF switching arrangement whereby solid-state high-speed RF switching circuitry will be incorporated into the design. This will allow one of up to four active antennas to be connected to the Namuru GPS receiver RF front-end. The default configuration will be for the RF switch to connect to a zenith-facing antenna, thereby providing maximum visibility to the GPS signals during normal PVT operation. A second RF connection will connect to a nadir pointing LHCP antenna array allowing observation of the reflected GPS signals. A third RF connection will allow a rear facing RHCP antenna to be included for the purposes of performing GPS-RO, while the fourth will be reserved for possible use on a nadir looking RHCP antenna. Control of the RF switches will be via the main GPS correlator embedded within the ProASIC3E1500 FPGA, thereby allowing rapid switching between antennas should the need arise. This might turn out to be useful in allowing the receiver to operate if the spacecraft is not roll stabilized by virtue of being able to switch to an upward angled antenna at any time. It will also allow the GPS-R observations to be made with only a momentary interruption of normal navigation. Because this momentary interruption occurs within 1 second of an actual PV solution, any prediction errors associated with a predicted PVT solution at the time instant of the GPS-R observation will also be negligible. The payload configuration is illustrated in Fig. 1. Both the antenna array and the daughterboard are currently in the design phase and will not be subject to further discussion.

Two different approaches are available for the processing of the data. The first is provision of a capability allowing real time streaming and capture of raw IF samples as output from the GP2015 RF front end to the Aquarius firmware. This has been done by including within the
main GPS correlator a 32-bit First-In-First-Out (FIFO) buffer together with a mechanism for converting a set of 16 two-bit (sign/magnitude) samples into 16 sample batches. When the IF capture process is initiated, buffering of these batches commences at the next measurement instant, which may be selected by the firmware to be the measurement instant coincident with a 1 second GPS boundary. The buffering process then continues to load samples into the buffer up until the buffer overflows, which should not occur if the firmware is emptying the buffer as required, or the required number of batches has been downloaded, or the internal memory available for the batches has been filled. Features within the firmware allow the captured IF samples to the output to the user via proprietary NMEA sentences, after which they may be post-processed. Verification & validation of this process was carried out by writing a MATLAB conversion routine to convert the data into a form suitable for post-processing using the Kai-Borre MATLAB software suite [8]. This ability to extract IF samples from the receiver will also be beneficial during assembly, integration and test (AIT) because it will allow any potential GPS interference to be more easily identified. During AIT, other payloads can be operated while capturing GPS IF data. The captured IF data can then be post-processed to determine whether any in-band GPS interference is being generated by any other payload.

One limitation of the IF capture process is the amount of memory available for storage of the IF data within the receiver. As previously discussed, the Namuru V3.2 receiver includes a Cypress Semiconductor CY7C1051DV33 8 Mb static RAM (configured as 512k × 16-bit) that supplements the 64 kB of internal SRAM inside the SmartFusion. However, as much of this external memory is not required, 4 Mb has been allocated for the storage of IF samples. This equates to approximately 0.36 seconds of IF data. This could be increased by populating the board with a higher capacity SRAM with the same package footprint.

The second approach for processing the data is inclusion of an on-board processing capability within the receiver, although this feature is only beneficial in a severely constrained downlink scenario. Several methods are available for performing the on-board processing, namely a full software receiver, a full hardware receiver or some combination of the two. For our application, a full software receiver is not feasible because the main processor does not have the required processing capability. However, the Namuru V3.2 receiver is also severely constrained in the availability of FPGA resources, with the capacity of the ProASIC3E1500 running at close to 80%. This is down from near 99% utilization following a recent optimization exercise required in order to add the IF data capture feature. Furthermore, making additional changes to the GPS correlator FPGA is also undesirable due to the risk of introducing bugs into what is a stable design. Our approach to solving this dilemma was to make use of the FPGA fabric that was previously unused within the SmartFusion device itself, thereby allowing inclusion of a new feature without impacting the previously proven designs required for standard navigation. This may also permit GPS-R processing to be performed in parallel with standard navigation, except for the short time-interval when the IF data is captured.

The design and features of our delay-Doppler map accelerator (DDMA) are described in the following section.

**SmartFusion Fabric Delay-Doppler Map Accelerator**

**DDMA Requirements**

The SmartFusion A2F500 FPGA fabric is equipped with 11,520 VersaTiles (D-flipflops) and 24 memory blocks, with each memory block having a 4,608-bit capacity. Although this was not sufficient to allow the instantiation of a 12-channel Namuru GPS correlator, it is
sufficiently large for a single channel with 8 code-phase taps, as well as additional logic to control the use of this correlator. The availability of the memory blocks also provide a means by which IF samples can be loaded into the device for processing, and a place to store the outputs from the accelerator.

To determine the requirements for the DDMA, the published DDM outputs from the GPS-R experiments performed by the UK-DMC mission were examined [4, 9]. From these results, it was decided that the DDMA should be capable of supporting 1/8 chip resolution in code space, as well as a frequency bandwidth of 8 kHz. This frequency bandwidth is achieved by allowing the correlator to support 1, 2, 4 or 8 in-phase and quadrature dump samples every millisecond, giving 1, 2, 4 or 8 kHz bandwidths, respectively. A maximum coherent integration period of 1 ms was selected because this is the maximum size that may be used for space-borne GPS-R observations (see Section 4.4, Figure 4.6 of [4]).

Several other operational requirements were deemed appropriate for this hardware. First, any data loaded into the device is required to be fully utilized in order to ensure the processor is not required to repeatedly reload the same data into the device. Second, the DDMA should be capable of processing the IF samples in 1 ms batches; this being the maximum coherent integration interval needed for a space-borne platform. This requirement defines the minimum size of each IF ping pong buffer, which in this case is required to be at least 11,428 bits in length or 357 16-sample batches. We provide two 384-length buffers in our implementation, so that one buffer can be loaded while the other buffer is being used. Creating a $384 \times 2 \times 32$-bit two-port memory consumes 8 of the 24 memory blocks available within the device.

All of the remaining memory blocks within the FPGA have been allocated to the memory used to store the correlations calculated by the correlator, which in this case is a $4096 \times 16$ bit two-port memory. Table 1 describes some of the possible configurations, assuming 16-bit integrate-and-dump samples. The "1 ms look" compute time does not include the processor time required to perform an FFT on each set of dump samples occurring at the same code phase tap, which has the effect of creating a set of 1 ms dump samples separated by 1 kHz. This would allow construction of a 10 chip, 1/8 chip resolution, 8 kHz wide DDM with 200 non-coherent rounds (or 200 one-millisecond looks, to use radar terminology) to be calculated using 2000 ms of DDMA time. This is similar to the DDM shown in Section 4.6, Figure 4-10 of [4].

The flexibility of this hardware also permits its use in accelerating the cold start detection of satellites. Such a scenario applies when the receiver is first powered up and the receiver does not have GPS almanac, an estimate of time from its real-time clock or a set of two-line-element (TLE) orbit parameters that describe the orbit of the receiver. In such cases, the time

<table>
<thead>
<tr>
<th>Chip Spacing (chips)</th>
<th>Dump Interval (ms)</th>
<th>Taps</th>
<th>Dumps Per ms</th>
<th>Chip Range (chips)</th>
<th>Bandwidth (kHz)</th>
<th>&quot;1ms Look&quot; Compute Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>80</td>
<td>8</td>
<td>10</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>256</td>
<td>8</td>
<td>32</td>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>1/4</td>
<td>1/8</td>
<td>256</td>
<td>8</td>
<td>64</td>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>1/2</td>
<td>1/8</td>
<td>256</td>
<td>8</td>
<td>128</td>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>1/2</td>
<td>1/4</td>
<td>512</td>
<td>4</td>
<td>256</td>
<td>4</td>
<td>64</td>
</tr>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>1024</td>
<td>2</td>
<td>512</td>
<td>2</td>
<td>128</td>
</tr>
<tr>
<td>1/2</td>
<td>1</td>
<td>2048</td>
<td>1</td>
<td>1024</td>
<td>1</td>
<td>256</td>
</tr>
</tbody>
</table>

Table 1: DDMA Configuration Options
to acquire the GPS satellites received by the zenith facing antenna can take up to 900 seconds if using the standard 12-channel correlator present in the receiver. However, this can be substantially reduced if the DDMA hardware is also used for search acceleration. For this application, a wide chip spacing of 1/2 a chip and a wide bandwidth of 8 kHz is applicable, allowing 128 chips and 8 kHz of bandwidth to be examined every 32 ms, with at least 2 non-coherent rounds of integration required to improve the output signal to noise ratio. Searching for a single satellite across ±40 kHz of bandwidth would then take at least $5 \times 10 \times 0.032 \times 2$ or 5.12 s (excluding processor FFT and integration time), which equates to 163.84 s for the entire constellation. The ±40 kHz of bandwidth is required because the Doppler frequencies measured by a GPS receiver in low earth orbit and travelling at approximately 7.5 km/s are much larger than the typical ±4 kHz Doppler ranges that are applicable for a terrestrial receiver [5].

**DDMA Architecture and Implementation**

The DDMA design uses the Namuru V3.2 FPGA GPS correlator as the starting point, although this has been evolved in order to make it suitable for use in this application. These changes include making the correlator run on an input 'sample by sample' basis, rather than being driven by the 40 MHz clock that would otherwise be employed, the ability to make GPS measurements has been removed and the state of the correlator can be initialised, saved and restored, in addition to being allowed to run when performing correlations. Because the correlator runs at the input sample rate of 40/7 MHz (period of 175 ns) rather than 40 MHz, changes were also necessary in order to provide the 1/8 code phase resolution (equivalent to a code phase tap separation of 122 ns) required of the DDM application. Getting narrow code-phase resolution working correctly ended up being particularly challenging.
For this application, most of the complexity in the design is associated with the sequencing of the single channel correlator. Because the correlator is only capable of providing an 8-tap by 8 kHz DDM segment each iteration, the results from multiple iterations have to be stitched together in a patchwork manner in order to generate the final picture. Following each millisecond of sample processing, the results need to be saved in the coherent I&Q memory, the correlator reset and the input samples shifted by an amount equivalent to the required code phase shift. In the event that the very first code phase tap/set has been completed, the sample index of the last processed sample also needs to be recorded in order to permit processing to continue from that point when the next non-coherent-round/look commences. The sequencer also interrupts the processor at the end of each round and pauses the process. This allows time for the IF buffers to be replenished with new samples and I&Q coherent samples to be copied from the DDMA memory into external SRAM.

This design consumes 80% of the available FPGA fabric, but uses 100% of the available memory blocks.

Testing

Two different forms of testing were undertaken using MATLAB-generated datasets validated using the Kai-Borre software suite. The advantage of using MATLAB-generated test data is that the signal-to-noise ratios of the test data can be made arbitrarily large and the results of the tests are known to be free of any real-world artifacts.

The first form of testing was to run the test data through the ModelSim simulator supplied with the MicroSemi Libero FPGA design tools. This technique allows many internal signals to be examined in order to validate the design logic. Once acceptable results were observed in ModelSim, the same data was loaded into the real hardware and a check for consistency with ModelSim was made. Firmware supporting the upload of either previously captured data, or
MATLAB generated data into the receiver was added to the Aquarius code base, as well as commands allowing the DDMA to be configured and intermediate outputs from the DDMA to be output from the receiver for further processing and display using MATLAB.

Using these features, consistency between ModelSim and the real FPGA designs was demonstrated. Fig. 3 shows a result obtained using 50 dBHz test data generated using MATLAB and correlated using the DDMA. The 1 ms correlator outputs were then output via serial port and non-coherently integrated using MATLAB in order to generate the plot. The plot shows that the required 1/8 chip separation on the correlation curve has been achieved, with equispaced taps being apparent in the plot. The reader should recognise that real GPS-R observations would probably have a lower signal to noise ratio, although this would be compensated by performing more non-coherent rounds. That said, the maximum non-coherent integration is ultimately limited by the amount of data that is captured during each IF snapshot.

Conclusions

In this paper, we have described how we have adapted the Namuru V3.2 space-borne GPS receiver to be capable of performing GPS reflectometry. Our solution allows for the capture and download of a small segment of captured IF data, and allows for onboard processing of that data on-board the GPS receiver for applications where the downlink communications budget is severely constrained.

Some aspects of our solution are incomplete at the time of writing. This includes an ability to predict the location of the specular reflection points, which is needed if on-board processing is to be carried out. That said, this calculation could also be performed prior to each experiment and the receiver simply instructed to capture data at a specific time or location, which would have the additional benefit of reducing the complexity of the Aquarius firmware. The firmware modifications to convert a sequence of 1/8, 1/4 or 1/2 ms dump samples into 1 ms dump samples with 1 kHz frequency separation using an FFT, and the non-coherent accumulation of those samples to build up the DDM also need to be done, although this should be straightforward.

On the hardware front, the daughterboard design is yet to be completed, as is the LHCP antenna-array, with the antenna-array being the more challenging of the remaining tasks.
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Summary: The primary design of the Attitude Control System (ACS) for an Australian 2U CubeSat is presented. The satellite UNSW EC0, is being designed and constructed at the Australian Centre for Space Engineering Research (ACSER). The Control part is solved by using an ISIS magnetorquer board, which is a 3-axis magnetorquer system. The control system operates in stabilization modes during mission. The ACS will provide attitude control with a pointing accuracy of $\pm 10^\circ$ and pointing knowledge of $\pm 2^\circ$. The control law is performed using a time varying linear quadratic (LQ) controller. Simulation results of the stabilization process are presented and indicate the designed ACS should meet the time and power consumption requirements.
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Introduction

The University of New South Wales (UNSW) established itself as a leading centre for satellite system engineering research and education in Australia following receipt of a major grant under the Australian Space Research Program (ASRP). One of the major projects under ACSER is the Warrawal project, a Comprehensive Tertiary Education Program in Satellite Systems Engineering. As part of the space engineering related research and education program, UNSW proposed and was awarded the design and construction of one of the QB50 constellation satellites. UNSW’s QB50 2U CubeSat is called UNSW QB50 Educational CubeSat 0 (UNSW EC0).

UNSW EC0 will be part of a larger constellation of satellites launched through the QB50 project run by the Von Karman Institute (VKI). The primary goal of the QB50 mission is to carry out a series of atmospheric sounding experiments in the thermosphere. To this end, all participating CubeSats will carry a VKI payload in addition to the host institute payloads. The network of 50 CubeSats will be launched into a 98 degree inclined circular orbit at an altitude of 350-380 km in a string-of-peals configuration \cite{1}. The constellation of CubeSats are made up of a mix of 2U and 3U CubeSats, with the majority carrying a set of standardised sensors for multi-point, in-situ, long-duration measurements of key parameters and constituents in the largely unexplored lower thermosphere and ionosphere.

Satellite Configuration and Attitude Requirements

The UNSW EC0 is one of the 2U CubeSats, which has the measurements $101mm \times 101mm \times 227mm$ and a maximum allowed weight of 2 kg. The concept design of UNSW EC0 is shown in Fig. 1. Besides QB50 atmospheric mission, one of the host experiments is to implement an
attitude control system (ACS) onboard a single board computer running the NICTA seL4 operating system (see Fig. 2). The ACS will run in a microkernel operating system designed for security and safety-critical systems on the satellite as a test of its most critical systems functionality.

The design requirements imposed by the payloads necessitate precise 3-axis control of the spacecraft when it is in orbit. In addition to the pointing requirements, meeting the size and mass restrictions of a 2U CubeSat represents the main technical challenge of the work. The complete mission includes the payload, ADCS with actuators and sensors, deployable solar panels, on board computer and power system. Miniaturization is a key approach in order to meet the mass and volume budget.

The ACS of the satellite requires two subsystem components: 1). the determination of the attitude of the satellite through on-board measurement and; 2). the control of its attitude through passive or active actuators. The first component determines the satellite’s orientation relatively to the Earth, Sun or other object and controls the attitude actuators to point the satellite as desired. In our case, it is important to know the orientation of EC0 relatively to the Earth so it can receive the GPS signals. There are many ways to build an ACS component, which will be discussed later.

The attitude dynamics study is performed considering the yaw, pitch and roll angles of the satellite body reference frame with respect to a right-handed orbiting reference frame. Table. 1 shows the CubeSat main rotational parameters.

| Table. 1: EC0 satellite mass and orbit parameters |
|-----------------|-------------------------|
| Satellite mass  | 1.92 kg                 |
| Body size       | 10.1cm×10.1cm×22.7cm    |
| Moments of inertia (solar panels folded) | $I_x = I_y = 0.0115 \, kgm^2 \quad I_z = 0.00369 \, kgm^2$ |
| Typical Orbit altitude | 350.00 km              |
| Typical Orbit period | 91.39 minutes           |

From the experimental and communications requirements, the desired nominal attitude is nadir pointing mode when implement mission task. The attitude control system should limit the satellite attitude rotation about the body axes according to the attitude requirements. When the satellite is released from the launcher, it will have an initial angular velocity. Before the satellite switches on its payload, the body frame must be aligned with the orbit frame.
Consequently, there are two ACS operation models that need to be considered, namely detumbling and stabilization. It is noted that this paper only shows the modelling and simulation for the stabilization mode.

Mode 1: Detumbling mode
The purpose of detumbling mode (DM) is to suppress the satellite angular velocity after separation from launcher and alight the body co-ordinate system with the orbital co-ordinate system. The DM consists of rate detumbling and angle detumbling. The maximum initial angular velocity when the satellite is released is $10^\circ/s$ per axis [2]. The rate after DM should be reduced to a value about several $10^{-3}\, \text{°/s}$ per axis. After the rate detumbling, the satellite may have arbitrary attitude. The proposed control strategy is to use the B-dot algorithm [3] with magnetic torque to minimize the derivative of the magnetic field vector measured by the magnetometer.

Mode 2: Stabilization Mode (SM)
This mode is intended to keep the alignment between the body frame (b-frame) with the non-inertial orbit reference frame ($o$ frame) within an acceptable pass-band. During the stabilization, the ACS will provide attitude control with a pointing accuracy of $\pm 10^\circ$ and pointing knowledge of $\pm 2^\circ$.

ACS Hardware

In the UNSW EC0 mission, the attitude sensors include Coarse sun sensing via the solar panels, fine sun sensing via the CubeSense board, rotation rates from a 3-axis Gyroscope and earth magnetic field vector sensing via an externally mounted 3-axis magnetometer. The attitude control torques are provided by three axis magnetorquers (MT) and MT based 3-axes active control techniques are used for its simple design and low power consumption.

Attitude Sensors

An integrated sun and nadir sensor, a CubeSense module (see Fig. 3) from Innovus [4], will be used as primary attitude sensor. Two $640 \times 480$ pixel CMOS cameras are dedicated to sun sensing and Earth horizon detection, respectively. The size of the module is $96\text{mm} \times 96\text{mm} \times 10\text{mm}$ (excluding cameras) and the weight is $100\, \text{g}$, including cameras. Both cameras have wide field-of-view optics ($180^\circ$) based on a fisheye lens for increased operating range. The primary outputs of the sensor are the measured sun vector and nadir vector in the sensor’s coordinate frame. The measured vectors are output as azimuth/elevation angles relative to the camera bore-sight. Mapping the azimuth and elevation from spherical to three-dimensional Cartesian coordinates, the measured vector can be expressed with the two angles. For instance, the sun vector $\mathbf{S}$ in $b$ frame can be found as

$$
\mathbf{S} = \begin{bmatrix}
\cos (\text{Elevation}) \cdot \cos (\text{Azimuth}) \\
\cos (\text{Elevation}) \cdot \sin (\text{Azimuth}) \\
\sin (\text{Elevation})
\end{bmatrix}
$$

The main problem is the sun sensor needs direct sunlight. When the satellite is in the Earth shadow, the attitude determination could use the measurements of earth horizon.
Attitude control actuator

For actuation of the satellite, magnetic torque coils will be used. The actuators are an iMTQ board that provides three magnetic actuators for attitude control operations. The board incorporates two torque rods with a metallic core (see Fig. 4 a)) and one air core torque (Fig. 4 b)). The benefit of using magnetic coils is that they both inexpensive and lightweight compared with reaction wheels and thrusters, and do not suffer from saturation or require a stored propellant. Three-axis stabilization of the 2U CubeSat can be achieved by using feedback from magnetic field measurements.

ACS Modelling

Basics in Satellite Attitude Control

Before inducing the ACS, this section describes the definitions of the different reference frames used throughout the paper.

Non-inertial Orbit Reference Frame: Orbit frame is a kind of Vehicle Velocity Local Horizontal (VVLH) coordinate frame as shown in Fig. 5. The origin of the orbit frame also lies with the satellite centre of mass and it has the x-axis pointing along the positive velocity vector direction tangentially to the orbit, the z-axis pointing toward the centre of the Earth, and the y-axis completes the right-handed Cartesian coordinate system. The origin rotates at an angular velocity $\omega_o$ relative to the earth centred inertial (ECI) frame. The satellite attitude
is described by roll, pitch and yaw, which is the rotation around the x-, y-, z- axis respectively. This frame is represented by the letter o.

![Fig. 5: Orbit frame (o)](image)

**Body Reference Frame:** The body frame (see Fig. 6 a)) is fixed to the geometry of the satellite and moves and rotates with the satellite. Its origin lies with the centre of satellite mass, the x-axis points in the forward direction, the z-axis points down side, and the y-axis completes the right-handed orthogonal system. The rotation between the orbit frame and the body frame is used to represent the attitude of the satellite. This frame is represented by b. As aforementioned, the desired nominal attitude is nadir alignment with ECF velocity constraints when implement mission task. Fig. 6 b) shows the body frame when the satellite is in the stabilization mode.

**Euler Angles:** Roll, pitch and yaw. Euler angles are commonly used to represent attitude. There are twelve possible sets of Euler angles. The first, second and third rotation is about the $zyx$ – axis of the body frame, respectively. Roll is the angle about the $x$ – axis. Pitch is the angle about $y$ – axis. Yaw is the angle about the $z$ – axis.

**Attitude quaternion:** As an alternative to the Euler angle representation, a quaternion is a four row-vector commonly used to represent attitude [5]. Noted that both quaternions and Euler angles are representatives of attitude rotations and conversions between the two can be performed.
An assumption when we study the attitude control in this paper is that the satellite can be treated as a rigid body with a constant inertia matrix and a non-moving centre-of-mass.

**Attitude kinematical and dynamical model**

Use the attitude quaternion \( q = [\eta \ \epsilon_1 \ \epsilon_2 \ \epsilon_3]^T \) to present the satellite kinematics.

\[
\begin{align*}
\dot{q} &= \begin{bmatrix} \dot{\eta} \\ \dot{\epsilon}_1 \\ \dot{\epsilon}_2 \\ \dot{\epsilon}_3 \end{bmatrix} \\
\dot{\eta} &= \frac{1}{2} \epsilon^T \omega^b_{ob} \\
\dot{\epsilon} &= \frac{1}{2} [\eta I_{3 \times 3} + S(\epsilon)] \omega^b_{ob}
\end{align*}
\] (1)

\( \eta \) and \( \epsilon = [\epsilon_1 \ \epsilon_2 \ \epsilon_3] \) are the real part and the three imaginary part, respectively. \( S(\epsilon) \) is the skew-symmetric matrix, indicating the cross product of \( \epsilon \). \( \omega^b_{ob} \) is the angular velocity of frame \( b \), relative to \( o \) frame, represented in frame \( b \). The dynamical equations for the satellite are the Euler’s equations [5], written as

\[
I \dot{\omega}^b_{ib} + \omega^b_{ib} \times (I \omega^b_{ib}) = T^b_m + T^b_g
\] (2)

\( I = diag[I_x \ I_y \ I_z]^T \) is the inertia matrix of the satellite, \( \omega^b_{ib} \) is the body rate measured about the body axes with respect to the inertial frame. \( T = T^b_m + T^b_g \) is the sum of all external torques on the satellite. \( T^b_m \) is the magnetic torque, and \( T^b_g \) is the gravity torque. \( \omega \times \) is given by

\[
\omega \times = \begin{bmatrix} 0 & -\omega_z & \omega_y \\ \omega_z & 0 & -\omega_x \\ -\omega_y & \omega_x & 0 \end{bmatrix}
\] (3)

The \( \omega^b_{ob} \) in Equation (1) and \( \omega^b_{ib} \) in Equation (2) have equation as

\[
\omega^b_{ob} = \omega^b_{ib} - R^o_b \omega^o_{io} = \omega^b_{ib} + \omega_o c^b_i
\] (4)

\( R^b_o = [c_1 \ c_2 \ c_3] \) is rotation matrix from \( o \) frame to \( b \) frame. \( c_i (i = 1,2,3) \) is the column vector of \( c^b_i \). \( \omega_o \) is the orbit rotation velocity which is a constant to a certain orbit.

\[
T^b_m = m^b \times B^b
\] (5)

\( m^b \) is the total dipole moment, which is the product of the number of windings \( N \), the cross section area \( A \) and the current \( i \) through the respective inductors

\[
m^b = [N_x A_x i_x \ N_y A_y i_y \ N_z A_z i_z]^T
\] (6)

The momentary power consumption of the torques are computed as

\[
P = V(i_x + i_y + i_z)
\] (7)
and where $V$ is the voltage of the coils.

$B^b$ is the local Earth magnetic field vector. It can be seen from Equation (5) that the earth magnetic field must be known or estimated. The International Geomagnetic Reference Field (IGRF) is an approximation near and above the Earth’s surface, working with an orbit estimator [6]. Since the orbit determination part is not added to the ACS simulation, a simplified model is used to estimate the magnetic field [7]. In this model, the geomagnetic field is near periodic and only related to the latitude. The advantage of using this model is that the mean value of magnetic field can be used to make the attitude-system equation time-invariant.

$$T^b_g = 3\omega^b_0 u_e \times (I u_e) = \frac{3\mu}{R_c^3} u_e \times (I u_e)$$

(8)

where $\mu = 3.987 \times 10^{14}$ is the Earth’s gravitational coefficient. $R_c$ is the distance to the Earth’s center.

**Control law**

According to attitude kinematic Equation (1) and dynamic Equation (2), the attitude system equation can be written as

$$\dot{x} = Ax + Bu$$

(9)

Where the state $x = [\varepsilon_1 \ \dot{\varepsilon}_1 \ \varepsilon_2 \ \dot{\varepsilon}_2 \ \varepsilon_3 \ \dot{\varepsilon}_3]^T$ and the control variable $u = [m_x \ \ m_y \ \ m_z]^T$ which are the torque vectors. $A$ and $B$ are given as

$$A = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ -4k_x\omega^2_0 & 0 & 0 & 0 & 0 & (1-k_x)\omega_0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & -3k_y \omega^2_0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & -1-k_z \omega^2_0 & 0 & 0 & -k_z \omega^2_0 & 0 \end{bmatrix}_{6 \times 6}$$

(10)

$$B = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \frac{1}{2I_x} B^0_z & \frac{1}{2I_x} B^0_y \\ 0 & 0 & 0 \\ \frac{1}{2I_y} B^0_z & 0 & \frac{1}{2I_y} B^0_x \\ 0 & 0 & 0 \\ \frac{1}{2I_z} B^0_y & \frac{1}{2I_z} B^0_x & 0 \end{bmatrix}_{6 \times 3}$$

(11)

where $k_x = \frac{l_y}{l_x} - k_y = \frac{l_z}{l_x}$ and $k_z = \frac{l_y}{l_x}$ in Equation (10)

The optimal controllers, which is the same control law as in [8], is used here. It is a combination of an angular velocity feedback and a time varying linear quadratic (LQ)
controller chosen for the stabilization phase of the ACS system. LQ controllers are known to be reliable and robust about the reference, so it can be used for satellites with magnetorquer. LQ problem in control theory minimizes a quadratic cost function, which penalize the deviation from the reference attitude as well as actuator usage subject to weighting matrices:

\[J = \frac{1}{2} \int_{t_0}^{T} [\dot{x}^T Q \dot{x} + u^T P u] dt\]  (12)

where \(x\) is the deviation from the reference attitude, which in this case is zero, \(u\) is actuator usage and \(Q, P\) are positive semidefinite weighting matrices. The solution to the LQ problem is found by solving the continuous Riccati equation:

\[R = -RA - A^T R + RB P^{-1} B^T R - Q\]  (13)

which gives the control law:

\[u(t) = -P^{-1} B^T Rx(t)\]  (14)

The weighting matrices \(P\) and \(Q\) in Equation (12) are given as

\[q_{ii} = \frac{1}{(\Delta x_i)^2}\]  (15)

\[p_{ii} = \frac{1}{(\Delta u_i)^2}\]  (16)

where \(\Delta x_i\) and \(\Delta u_i\) are nominally acceptable deviations in the state and actuator use respectively [8]. It should be noted that the optimal controllers are used on the system linearized around the equilibrium, when the deviations from reference are small. The matrix \(R(t)\) has to be computed for each time step, therefore LQ control demands computation. This will be tested in the seL4 board in the following work.

**Simulation and Conclusion**

In this section, the controllers for stabilization will be simulated. The parameters of the model used in the simulation are listed in Table. 2.

**Table. 2 Simulation parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coil voltage</td>
<td>5 V</td>
</tr>
<tr>
<td>Initial angles</td>
<td>[(\phi \ \theta \ \psi)] = [(-3.2^\circ \ 2^\circ \ -3.3^\circ)]</td>
</tr>
<tr>
<td>Initial angular velocity</td>
<td>(\omega = [0.0001^\circ/s \ 0.0006^\circ/s \ -0.0003^\circ/s])</td>
</tr>
<tr>
<td>Weighting matrices in Equation (15) and Equation (16)</td>
<td></td>
</tr>
<tr>
<td>(Q = \text{diag}[1 \ 0 \ 1 \ 0 \ 0] \frac{1}{(10\pi/180)^2})</td>
<td></td>
</tr>
<tr>
<td>(P = \text{diag}[1 \ 1] \frac{1}{(0.01)^2})</td>
<td></td>
</tr>
</tbody>
</table>

In Fig. 7 and Fig. 8, the Euler angles and angular rates in three axis of the satellite using the stabilizing controller (14) are shown. It can be seen that the satellite attitude is stabilized...
within 1 orbit and meets the control requirements where the desired pointing accuracy is \( \pm 10^\circ \). The momentary and total power consumption is shown in Fig. 9 and can be seen to be within the specification. Consequently, the LQ controller presented in the paper should meet the time and power consumption requirements.

**Fig. 7:** The stabilized attitude of EC0 in terms of Euler angles

**Fig. 8:** The stabilized attitude of EC0 in terms of Euler angular rates
Further work

The paper shows a concept design of the ACS work in UNSW EC0 project. There are some simplifications in the control algorithm, such as use of periodic model to estimate the earth magnetic field, rather than using the IGRF model. Further work includes integration of the orbit determination part and inclusion of IGRF, as well as adding attitude determination part to ACS. The work also includes the testing ACS on seL4bit microkernel board. The final satellite will undergo assembly and testing during later 2014 and launch is planned for 2015.
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Satellite Vibrations and Restoration of High Resolution Pushbroom Imagery
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Summary: Pushbroom scanners are widely applied in passive optical remote sensing owing to their high spatial resolution and radiation responsivity. Satellite vibrations, however, result in geometric distortion and blur in the images. As the spatial resolutions go higher and the number of TDI (Time Delay and Integration) lines increased, these effects become more noticeable. In view of the precision limits of satellite platform control, image restoration is necessary to mitigate these effects. Firstly, satellite vibrations and their effects are studied. These facts, in combination with the other degradation factors in remote sensing, are then used to build an imaging model. On the basis of the model, a new restoration algorithm that takes vibration effects into consideration is proposed, so that high quality imagery can be delivered while the design of critical control is relieved. The simulation results indicate that the proposed algorithm can correct vibration effects and restore images effectively.
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I. Introduction

Passive optical remote sensing is widely applied in the missions of earth observation, owing to its capability of acquiring various information of land objects. The information can be pre-processed, transmitted and analyzed so that vivid pictures of lands are revealed. In order to observe the scenes of interest in finer details, remote sensing satellites of higher spatial resolution are developed in the past few decades. This, however, brought about a new problem in passive optical imaging – satellite vibrations cause irregular angular shift in the principle axis of optical system, which result in geometric distortion and blur in images. These effects brought errors to subsequent image processing such as registration. They become noticeable as spatial resolution goes higher and, what is more important, the effects will be further aggravated by the use of pushbroom scanners. The idea of using pushbroom scanners such as TDI-CCD (Time Delay Integration Charge-Coupled Device) in passive optical remote sensing is that they can acquire more radiation from land scenes so as to maintain high SNR (Signal-to-Noise Rate) even in finer resolution. Hence, for the sake of mitigating vibration effects and acquiring high resolution imagery of good quality, two approaches which focus on different areas have been considered – to suppress satellite vibration by improving the control precision of satellite platform at very beginning, or to restore the acquired images using certain algorithms afterwards. Though solving the problem fundamentally, it may be less cost-effective by using the first approach, and a comparatively
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long period could be also required to make breakthrough in the control precision. Image restoration, accordingly, can work as an alternative approach.

Vibrations in different satellite platforms have been studied in the last few decades mainly through experiments [1,2,3,4] and FEM (Finite Element Method) [5,6,7]. It can be concluded that the vibration of 10Hz or lower frequency occupied the majority part of vibration energy, and nearly all the energy lies within 100Hz. Therefore, though many efforts have been paid on the study of vibrations effects [8,9,10], especially on high frequency vibrations and vibration blur, it could deliver better results for the very case of satellite remote sensing if more attention could be given on lower frequency vibrations and their major effect (vibration distortion). Besides, some restoration algorithms that focus mainly on vibration distortion have been proposed [11,12]. Although there do have some comprehensive restoration algorithms that considered both kinds of vibration effects [13,14,15], further adaptation is possible to be made in the area of pushbroom imaging.

In view of the current status of related research, in order to solve the problem facing by high resolution imagery and relieve the requirement of precise control, this paper analyzes satellite vibrations and reveals their effects on imagery, constructs the imaging model for high resolution imagery, and aims to propose a new restoration algorithm based on the imaging model so that vibration effects can be taken into consideration. The paper is structured in the following order. In Section II, satellite vibrations and their influence on imaging is discussed. These are followed by the analysis of vibration degradations and, in combination of the other degradation factors of imaging chain, an overall imaging model is constructed in Section III. Based on the model, the inverse problem of imaging is studied in Section IV and a new restoration algorithm for high resolution pushbroom imagery is proposed. Finally, Section V concludes the signficants of the paper.

II. Satellite Vibrations

It has been known that satellite vibrations will cause degradation in high resolution pushbroom imagery. To mitigate their effects and restore imagery comprehensively, this section traces back to the specific sources of image degradation, and analyzes their patterns.

Sources of Vibration

Vibrations in satellite platform are not uniform; instead, they come from various kinds of sources. Regardless the fact that most of them carry merely a small amount of energy, they do cause distortion and blur on high resolution imagery. According to the different of vibration frequency, these sources can be categorized into several groups. While sources such as solar panel, control loop rate error, uncompensated IMU (Inertial Measurement Unit) bias, flexible body dynamics and propellant slosh generate low frequency vibrations, vibrations of higher frequency can be brought by reaction wheel imbalance, cryocooler, and high-gain antenna gimbal drives [6] etc. The majority of vibration energy lies within 10Hz, and most of it is lower than 100Hz [3]. In addition to these, perturbation forces (e.g. aerodynamic forces, solar radiation pressure and non-spherical mass effects [16]) will also cause some long-period changes in satellite altitude and direction.

Vibration Model

To conclude, vibration patterns vary from one to another in satellite platform. All the vibrations are generated irrelevantly with random initial phase and most of them can be expressed as sinusoidal wave after platform controlling. In spite of the difference of their
patterns, vibration in satellite platform can be described by applying sinusoidal decomposition:

\[ A(t) = \sum_{i=1}^{\infty} A_i \cos(2\pi f_i t + \varphi_i), \]  

where \( A(t) \) is the vibration of satellite platform, \( t \) is vibration time, and \( A_i, f_i \) and \( \varphi_i \) are the amplitude, frequency and initial phase of the \( i \)-th vibration component respectively. In practice, vibration information can be measured by comparing with gyroscope (vibrations lower than 1Hz) and angular vibration sensors (1~1000Hz vibrations) [17].

**The Influence of Satellite Vibration**

It can be noticed that Eq. (1) contains a variety of vibration components with random initial phase, which indicates that vibration in platform tends to be random. Consequently, it causes irregular shift in the image plane of optical system. The irregular shift is captured by pushbroom CCD as the device is scanning through image plan, and hence line-wise irregular sampled data (geometric distorted image) is acquired. In addition, because image plane keep shifting within the integration time of CCD, a motion blur is also brought by the vibration. On top of these, what aggravates the effects is the application of TDI mode – integrates a single line of scene by multiple lines of CCD, which cause the superstition of vibration effects. Fig. 1 demonstrates the corresponding process in image plane. Note that the energy of a single point spreads out as it goes through imaging chain. When there is no vibration, the centre of spread point falls accurately in the expected location; when the imaging system is affected by vibration, however, the centre of spread point shifts while CCD integrates, and hence a the overall distribution is shifted and further spread, which corresponding to distortion and additional blur respectively.

![Fig. 1: The spread of radiation energy. The radiation energy of a single point goes through the imaging chain and is acquired by CCD array. Assume that for one integration period T, the energy distributed on CCD array is f(x), and the energy distributions in [0, T/3], [T/3, 2T/3] and [2T/3, T] are f_1(x), f_2(x) and f_3(x) respectively, Fig. 1(b) shows that due to the image shift cause by vibration, the distribution is displaced and further spread, which result in distortion and additional blur in images.](image-url)

**Imaging Model of High Resolution Pushbroom Imagery**

Apart from the degradations caused by satellite vibrations, there are numbers of factors which will result in distortion, blur and noise in the acquired images. This section studies vibration effects. Then, by combing the other degradation factors in imaging chain, an overall imaging model for high resolution pushbroom imagery is built.
Degradations Caused by Vibration

Satellite vibrations result in irregular geometric distortion and motion blur in images. Vibration distortion can be modeled by the following equation when the CCD sampling rate and its pixel size are known:

\[
\varepsilon(x) = \sum_{i=1}^{M} \frac{A_i}{a} \cos\left(2\pi \frac{f_i}{T_{int}} x + \varphi_i\right), \quad x \in \mathbb{R},
\]

where \(\varepsilon(x)\) is the shift of CCD sampling in x direction, \(a\) is the size of single CCD pixel, \(T_{int}\) is integration time, and \(A_i, f_i\) and \(\varphi_i\) are the amplitude, frequency and initial phase of the \(i\)-th vibration component of optical system respectively. \(f_1, f_2, ..., f_M\) follow such an order that \(f_1 < f_2 < ... < f_M\), and \(f_M\) is smaller than the Nyquist frequency of sampling. Similarly, \(\varepsilon(y)\) can be modeled. Specifically, for the case of pushbroom CCD, pixels of the same column should have the same amount of displacement, which is illustrated by Fig. 2.

(a) Pushbroom sampling (without vibration)  
(b) Pushbroom sampling (with vibration)

Fig. 2: Sampling displacement caused by satellite vibrations, in pushbroom system.

Despite the motion blur cause by scanning, LSF (Line Spread Function) of vibration blur is

\[
\text{LSF}(x) = \frac{1}{T_{int}} \int_{t_0}^{t_0+T_{int}} \delta(x - A(t))dt,
\]

where \(t_0\) is the initial time of CCD integration, and \(A(t)\) is the vibration of optical system. Therefore, by applying Fourier transform, the OTF (Optical Transfer Function) of vibration blur is obtained:

\[
\text{OTF}(u) = \int_{-\infty}^{\infty} \text{LSF}(x) \exp(-j2\pi ux)dx
\]

\[
= \frac{1}{T_{int}} \int_{-\infty}^{\infty} \int_{t_0}^{t_0+T_{int}} \delta(x - A(t)) \exp(-j2\pi ux)dt dx
\]

\[
= \frac{1}{T_{int}} \int_{t_0}^{t_0+T_{int}} \exp(-j2\pi uA(t))dt,
\]

and the corresponding MTF (Modulation Transfer Function) can be approximated by

\[
\text{MTF}(u) = \left|\text{OTF}(u)\right|
\]

\[
= \frac{1}{T_{int}} \left| \int_{t_0}^{t_0+T_{int}} \exp(-j2\pi uA(t))dt \right|
\]

\[
= \frac{1}{T_{int}} \sum_{n=1}^{N} \left[ \exp(-j2\pi uA(t_n)) \frac{T_{int}}{N} \right],
\]

where \(N\) is the number of sections divided from \([t_0, t_0+T_{int}]\), and \(t_n\) is the initial time of the \(n\)-th
Eq. (2) and Eq. (5) indicate that both vibration distortion and blur is determined by \( f_i/(1/T_{\text{int}}) \) (i.e. vibration frequency to sampling frequency ratio) and \( A_i/a \) (i.e. vibration amplitude to CCD pixel size ratio). In most of cases, the higher the ratios, the more obvious the vibration effects becomes (except when the vibration frequency is higher than sampling frequency [18]). These can be understood by considering the case that \( f_i/(1/T_{\text{int}}) \) and \( A_i/a \) increased, in which the shift in the image plane of optical system will become faster and larger.

**Degradation Factors in Imaging Chain and Imaging Model**

The original information of land scenes go through imaging chain to image. Degradations will be brought to the acquired images when this process is not ideal – all atmosphere, satellite attitude (in which satellite vibrations belongs to), optical system, subsequent electronic devices etc. could be the degradation factors. Generally, they cause distortion (e.g. vibration distortion, optical aberration and distortion of turbulence), blur (nearly all of the factors will cause flatten the MTF of imaging chain, i.e. cause image blur) and noise (e.g. stray light, shot noise and the noise in electronic devices), and therefore, the imaging process of high resolution pushbroom imagery can be expressed as follow:

\[
g = SHu_c + n,
\]

where \( u_c: \mathbb{R}^2 \rightarrow \mathbb{R} \) (i.e. \( u_c \) is a function from \( \mathbb{R}^2 \) to \( \mathbb{R} \)) is the original information of land scene, \( g: \Lambda \rightarrow \mathbb{R} \) is the acquired image, \( \Lambda \) is the set of sampling coordinates, \( S \) is sampling operator and will takes the form of un-equal space sampling when geometric distortion (e.g. vibration distortion) exist, \( H \) is the blur kernel of imaging chain, and noise \( n \) is assumed to be additive.

**III. Restoration Algorithm**

Once the imaging model is built, method to restore high resolution pushbroom imagery can be derived by studying the inverse problem of imaging. This section starts by explaining the discrete expression of imaging and comes to the study of image restoration afterwards.

When there is no vibration and the other distortion factors in imaging chain, the sampling coordinate of CCD should be equally-spaced and takes the form \( \lambda_{mn} = (m,n) \), where \( m, n \in \mathbb{N} \); when distortion occurs, however, it brings displacement \( \varepsilon_{mn} = (\varepsilon_x(m,n), \varepsilon_y(m,n)) \) to each sampling point, which result in the change of sampling coordinate:

\[
\Lambda = \Omega + \varepsilon(\Omega) = \{(m + \varepsilon_x(m,n),n + \varepsilon_y(m,n))\}_{m=1,n=1}^{M,N},
\]

where \( \Lambda = \{\lambda_{mn}\}_{m=1,n=1}^{M,N} \) is the set of actual sampling coordinates, and \( \Omega = \{(1,M)\times(1,N)\} \cap \mathbb{Z}^2 \) is the set of ideal sampling coordinates. Thus, assuming that the size of perfect image \( u \) (i.e. discrete form of the original information of land scene) is \( N\times N \), the process of distortion can be approximated by:

\[
g_{mn} = g(\lambda_{mn}) = \sum_{(p,q)\in\Omega} s_{pq}(\lambda_{mn})u(p,q),
\]

where \( \{g_{mn}\}_{m=1,n=1}^{N,N} \) is the distorted image, \( \{s_{pq}\}_{p=1,q=1}^{N,N} \) is resampling matrix, and \( \Lambda = \{\lambda_{mn}\}_{m=1,n=1}^{N,N} \) is irregular when distortion exist. To simplify, let \( \lambda_k = \lambda_{mn} \) iff \( k = (n-1)N + m \) (\( g_k \), \( s_i \) and \( u_i \) are set similarly):

\[
g_k = g(\lambda_k) = \sum_{i\in\Omega} s_i(\lambda_k)u_i,
\]

and the equation system can be written in matrix form as
\[ g = Su, \quad (10) \]

or

\[
\begin{bmatrix}
  g_1 \\ g_2 \\ \vdots \\ g_{N^2}
\end{bmatrix} = 
\begin{bmatrix}
  s_{11} & s_{12} & \cdots & s_{1N^2} \\
  s_{21} & s_{22} & \cdots & s_{2N^2} \\
  \vdots & \vdots & \ddots & \vdots \\
  s_{N^21} & s_{N^22} & \cdots & s_{N^2N^2}
\end{bmatrix} 
\begin{bmatrix}
  u_1 \\ u_2 \\ \vdots \\ u_{N^2}
\end{bmatrix},
\quad (11)
\]

where \( S = \{ s_{ki} \}_{k=1,i=1}^{N^2,N^2} \) is the resampling matrix in which \( s_{ki}=s_i(k) \) is satisfied, and the matrix can be built by applying Lagrange interpolation.

Thus, the discrete expression of Eq. (6) is written as

\[ g = SHu + n, \quad (12) \]

and the inverse problem of imaging turns to the following minimization problem:

\[
\arg\min_{u} \{ \| u \|^2 + \lambda \| SHu - g \|^2 \},
\quad (13)
\]

where \( \lambda \) is Lagrange multiplier. This can be solved by finding the optimal solution of \( u \) which satisfies \( \| SHu - g \| \leq N^2 \sigma_n \) (where \( \sigma_n \) is the standard deviation of noise), and therefore it approximates to the solution of \( \arg\min_{u} \| SHu - g \|^2 \), or

\[ H^T S^T WSHu = H^T S^T Wg, \quad (14) \]

in which the superscript “\(^T\)” means transpose. In Eq. (14), both sides of equation is multiplied by \( H^T S^T W \), where \( W = \text{diag} \{ w_i \}_{i=1}^{N^2} \) is a weight matrix and used to compensate the variation of sampling density [13]. Suppose that for the coordinate \((k, l) \in \mathbb{Z}^2\) there are \( n_{kl} \) sampling points fall in \([k, k+1] \times [l, l+1]\), the weight of these points will be:

\[ w_i = 1/n_{kl}, \quad \hat{\lambda}_i \in [k, k+1] \times [l, l+1]. \quad (15) \]

Now, by replacing \( H^T S^T WSH \) with \( A \) and \( H^T S^T Wg \) with \( B \), Eq. (14) becomes

\[ Au = b. \quad (16) \]

Since \( A \) is symmetric positive-definite matrix, Eq. (16) can be solved by applying conjugate gradient (CG) method and the restoration algorithm is as follows:

1) Build the resampling matrix \( S \) and calculate the vector \( b = H^T S^T Wg \);
2) Set the initial value \( u_0 \) and stop criteria \( \eta \) for conjugate gradient method;
3) Approximate the solution of \( Au = b \) by conjugate gradient method. Desired results could be obtained when the approximation \( u' \) get close enough to the solution and the stop criteria \( \eta \) is chosen appropriately.

**IV. Simulation and Evaluation**

To validate the proposed algorithm, simulation is run in this section. Beforehand, a set of high quality images is assumed to be perfect images of land scenes and degraded by applying the imaging model of section III. The algorithm is then used to restore the degraded images. Finally, images from different scenes and of different extents of degradation are tested to evaluate the overall performance of the algorithm.

**Simulation**

As the degraded images are designed to be simulated by using Eq. (12), resampling matrix \( S \), blur kernel \( H \) and noise \( n \) must be specified initially.
For geometric distortion, satellite vibrations are assumed to be the major source here. It can be derived from section II and Eq. (2) that the sampling displacement caused by vibration is highly random and declined as the frequency become higher. Accordingly, a simplified model of Eq. (2) can be built by regarding displacement as colored noise [14]:

\[
\begin{align*}
\hat{e}_x(u, v) &\sim N(0, \bar{\sigma}^2), \quad \| (u, v) \|_2 \leq N / T', \\
\hat{e}_x(u, v) &= 0, \quad \| (u, v) \|_2 > N / T',
\end{align*}
\]

where \(\varepsilon_x\) is the displacement in x direction and written as \(\hat{\varepsilon}_x\) in frequency domain, \(T'\) is the minimum period of distortion and should satisfy the condition \(T' \geq 2\) pixels (due to the limit of Nyquist frequency), and the standard deviation of \(\varepsilon_x\) is \(A'\). \(\varepsilon_y\) is define similarly. The larger \(1/T'\) and \(A'\) are, the wider the frequency distribution and the large the overall amplitude are. Once the displacement of each pixel is simulated, bilinear interpolation is used to build the resampling matrix (for quality, bicubic [19], visual oriented interpolation [20], etc. can be applied).

For image blur, since the overall MTF of imaging chain is the product of each section and the MTF distribution of most of the sections are similar to Gaussian distribution or sinc function, the blur kernel here is approximated by the following equation:

\[
\text{MTF}(u, v) = -\alpha \exp(u^2 + v^2),
\]

where \(\alpha\) is the variable relates to standard deviation. Standard deviation (the width of distribution) of MTF decrease as \(\alpha\) increase, and consequently, image is further blurred.

Finally, additive white Gaussian noise is assumed to be the form of noise in imaging chain. A set of simulation, including images of farmland, urban area and river (size: 256x256, panchromatic, 8-bit)*, is run and demonstrated below. The land scenes corresponding to perfect image 1, 2 and 3 are denoted as scene 1, 2 and 3.

**Overall Performance Evaluation**

Since the information of perfect images is known, a full reference image quality assessment method, Structural Similarity (SSIM), is applied here to evaluate the performance of the proposed algorithm. Except luminance and contrast information of image, SSIM takes the structure information of images into consideration. This is important as the simulated images contain geometric distortion and is the reason why it is used to replace Signal-to-Noise Ratio (SNR) to evaluate image quality here. According to [21], SSIM is defined as:

\[
\text{SSIM}(f, g) = \frac{(2\mu_f \mu_g + c_1)(2\sigma_{fg}^2 + c_2)}{\mu_f^2 + \mu_g^2 + \sigma_f^2 + \sigma_g^2 + c_1},
\]

where \(\mu_f\) and \(\mu_g\) are the means of image \(f\) and \(g\), \(\sigma_f\) and \(\sigma_g\) are the standard deviations of image \(f\) and \(g\), \(\sigma_{fg}\) is the co-variance between \(f\) and \(g\), \(c_1 = k_1 L^2\), \(c_2 = k_2 L^2\) in which \(L\) is the dynamic range of image and \(c_1\) and \(c_2\) are the constants that are usually set to 0.01 and 0.03 respectively.

To evaluate the performance of the proposed algorithm, three group of images of different scenes (i.e. scene 1, 2 and 3) and different extents of degradation are restored using the algorithm, and the corresponding evaluation results are demonstrated in Table 2 and Fig. 4†.

---

† The computer configuration is as follows: processor - Intel(R) Core(TM) i5-3210M CPU @ 2.50GHz, RAM - 6 GB, software platform – MATLAB R2011b.
Each group contains three images with increasing extent of degradation. And according to the extent of degradation, the degraded images are denoted by No.1, No.2 and No.3 respectively. Parameters that used to simulate the images are list below in Table 1.

![Perfect images and their degraded versions](image)

**Table 1: Degradation parameters of degraded image No.1, No.2 and No.3**

<table>
<thead>
<tr>
<th>No.</th>
<th>$A'$</th>
<th>$I/T'$</th>
<th>$\alpha$</th>
<th>$\sigma_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>$1/32$</td>
<td>$1 \times 10^{-4}$</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$1/16$</td>
<td>$2 \times 10^{-4}$</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>$1/8$</td>
<td>$4 \times 10^{-4}$</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 2: Evaluation results of images of different scenes, with different extents of degradation.**

The SSIMs between restoration results $u'$ and perfect images $u$ are generally above 0.98 and much higher than the one between degraded image $g$ and perfect images $u$, which indicates a good performance of the proposed algorithm.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Degradation extent</th>
<th>SSIM($u$, $g$)</th>
<th>SSIM($u$, $u'$)</th>
<th>Iteration times</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 1</td>
<td>No. 1</td>
<td>0.930</td>
<td>0.994</td>
<td>10</td>
<td>5.326</td>
</tr>
<tr>
<td></td>
<td>No. 2</td>
<td>0.824</td>
<td>0.988</td>
<td>12</td>
<td>5.876</td>
</tr>
<tr>
<td></td>
<td>No. 3</td>
<td>0.736</td>
<td>0.984</td>
<td>15</td>
<td>6.965</td>
</tr>
<tr>
<td>Scene 2</td>
<td>No. 1</td>
<td>0.939</td>
<td>0.997</td>
<td>11</td>
<td>5.617</td>
</tr>
<tr>
<td></td>
<td>No. 2</td>
<td>0.910</td>
<td>0.995</td>
<td>13</td>
<td>6.140</td>
</tr>
<tr>
<td></td>
<td>No. 3</td>
<td>0.809</td>
<td>0.991</td>
<td>13</td>
<td>6.563</td>
</tr>
<tr>
<td>Scene 3</td>
<td>No. 1</td>
<td>0.935</td>
<td>0.997</td>
<td>10</td>
<td>4.890</td>
</tr>
<tr>
<td></td>
<td>No. 2</td>
<td>0.866</td>
<td>0.996</td>
<td>10</td>
<td>4.908</td>
</tr>
<tr>
<td></td>
<td>No. 3</td>
<td>0.745</td>
<td>0.992</td>
<td>15</td>
<td>6.271</td>
</tr>
</tbody>
</table>
Fig. 4: The relationship between SSIM($u, u'$) and iteration times. For images (256×256) of different scenes and different extents of degradation, the proposed algorithm takes 10–20 times of iteration (within 10 seconds) to approach the optimal results.

For visual clarity, the following figure compares a group of restoration results with the corresponding degraded images (with the degradation extent of No. 2). Note that the edges of images are truncated here due to the imbalance of sampling positions between vibration and non-vibration cases (which results in the absence of information when interpolating edge points).

For visual clarity, the following figure compares a group of restoration results with the corresponding degraded images (with the degradation extent of No. 2). Note that the edges of images are truncated here due to the imbalance of sampling positions between vibration and non-vibration cases (which results in the absence of information when interpolating edge points).

It can be concluded from the above cases that, for different categories of images (i.e. farmland, urban area and river) of different extent of degradation, the proposed algorithm takes 10–20 times of iteration to approximate the optimal solution and can restore the degraded images (256×256) within 10 seconds. Geometric distortion and blur in the degraded images are significantly reduced, and SSIM ($u, u'$), the SSIM between perfect and restored images, is generally above 0.98 – much higher than that of the degraded images. These indicate that the
algorithm can restore high resolution pushbroom imagery effectively with moderate time consumption, and is broadly applicable to different categories of land scenes and to different extents of degradation.

V. Conclusion

Satellite vibrations can cause displacement of pushbroom sampling and bring geometric distortion and blur to the acquired images. These effects not only affect subsequent image processing (e.g. registration), but also become more noticeable as image spatial resolution and TDI level increasing. In order to reduce image degradation and achieve high quality imagery without raising the requirement of precise control, the authors studied satellite vibrations and their effects. An imaging model for high resolution pushbroom imagery which considered vibration effects has been built, and then a new restoration algorithm has been proposed based on the model. Simulation results in Section IV illustrate that this algorithm can restore 256×256 images within 10 seconds, and SSIM of the restoration results are higher than 0.98.
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Summary: Radar Interferometry provides height information on earth topography at meters level, monitors earthquake deformation, volcano activity and so on at centimetric level from phase information. As the continuous phase information is sampled in a discrete phase from $-\pi$ to $+\pi$, which is called wrapped phase, phase unwrapping turns to be a crucial step for rebuilding the DEM and analysing the deformation data. This paper gives an overview on major algorithms for phase unwrapping problem. There are plentiful phase unwrapping algorithms from many aspects: (1) Branch cut, (2) Minimum-norm methods, (3) Statistical cost flow networks and so on. This paper groups these algorithms into local and global algorithms. Besides the simple review, a new supplementary algorithm based on branch cut has been researched, which can put a more detailed judgment for unwrapping phase around residues and try to find better route for unwrapping.

Keywords: Radar Interferometry, phase unwrapping

1. Introduction

Radar provides two-dimensional image independent of sunlight, and is able to penetrate the cloud cover. Synthetic Aperture Radar (SAR) has higher resolution than Real Aperture Radar, and SAR image data contain important information about amplitude and phase of the backscattered signal from the imaged objects while the height of the object is unknown. By using the differences in the phase of two SAR images through the geodetic method called interferometric SAR (InSAR) a digital elevation model (DEM) can be generated [1]. With external DEM (Digital Elevation Model) or more SAR images, we can utilise differential InSAR (DInSAR) to obtain surface variation or deformation. We call these methods as Radar Interferometry and the image is called interferogram.

The measurement of digital elevation or deformation is thus obtained from the interferogram which is measured in radians of phase difference and due to the cyclic nature of phase and it is recorded as repeating fringes from $-\pi$ to $+\pi$. Once the basic interferogram has been produced, the consecutive fringes present in it will have to be unwrapped for most quantitative applications. We call this step as phase unwrapping which involves interpolating over 0 to $2\pi$ phase jumps to produce a continuous topography or deformation field. After phase unwrapping, we can utilise the unwrapped phase data and compute it into height or deformation.

Nowadays there are many significant developments in understanding interferogram phase wrapping problem theoretically and practically but not completely [2]. There are many papers with numerous algorithms for the solutions of phase unwrapping aiming to obtain a satisfying result, but it seems none of them gives a perfect solution.

In this paper, we do not intend to cover all the existing algorithms but present an overview to these major algorithms that are popular in use, such as Branch cut which developed by
Goldstein [1], the two-dimensional phase unwrapping by Ghiglia and Pritt [3], and SNAPHU (Statistical-cost Network-flow Approaches to Two-dimensional Phase Unwrapping) developed by Chen and Zebker [4].

2. Phase unwrapping theory and development

Topography is directly related with the resultant phase of the interferogram and the phase of the radar signal is a number of cycles of oscillation that the wave travels between the radar and the surface and back again. However, the phase detected by SAR sensors is not absolute phase, but relative phase, and the phase data modulo $2\pi$, called wrapped phase from $[-\pi, \pi)$. Phase unwrapping aims to recover the underlying continuous phase information from the discrete wrapped phase that has been sampled, as the figure 1 shown below:

![Wrapped Phase and Original Phase Examples](image)

*Fig. 1: Wrapped Phase (a) and Original Phase (b) examples, where $x$ is the amplitude of phase and $y$ is time*

The actual phase images contain noise and discontinuities which can cause fringes to merge together, separate into segments, or generate isolated segments, for example, the geometric displacement such as layover and shadow can cause the fringes merge or isolated, and those places are called residues by Goldstein et al. and discontinuity sources by Huntley [5].

All the popular phase unwrapping algorithms are based on the assumption that the complex interferogram spatial sampling rate is sufficient to avoid aliasing in most area, which is defined as the Nyquist frequency. Theoretically in most places, the unwrapped adjacent pixel phase gradients are assumed to equal their wrapped phase counterparts, where the latter are less than one-half cycle ($\pi$ rad) in magnitude [4]. If this assumption were true everywhere, then phase unwrapping could be integrated from arbitrary path by the wrapped phase to recover the original phase. However, the inherent radar speckle and geometric displacement...
can cause discontinuities, which are simply displayed as unwrapped gradients do exceed $\pi$. These discontinuities make the unwrapping path dependent on the choice of integration paths of wrapped gradients.

To overcome this impact, in 1988 Goldstein et al. [1] applied branch cut algorithm related with residue to prohibit any integration across the branch, ensuring the conservation of integration. After that, many researchers develop new algorithms. Ghiglia and Romero [6] in 1994 used preconditioned conjugate gradient (PCG) for weighted least squares phase unwrapping. Full multi-grid algorithm for partial differential equation was invented in 1996 by Pritt [7], which was claimed faster than PCG method. Quality map was introduced in 1996 for guiding the unwrapping path involving residues [8]. Later on Flynn [5] in 1997 applied minimum discontinuity algorithm focusing on how to solve the discontinuities and wrapped phase, this algorithm is regarded as an early minimum cost flow algorithm [9]. A good basic understanding of phase unwrapping theory and principles book is directed to Ghiglia and Pritt [3], the *Two-dimensional phase unwrapping for radar interferometry: Developments and new challenges* in 1998, as the book contains excellent introductions of concepts for two dimensional phase unwrapping methods. Besides, in this book Ghiglia and Pritt [3] introduced mask-cut algorithm in the book for comparing with quality map. Masks provide a good type of weighting factor. After that, in 2000 the SNAPHU [4] algorithm based on minimum spanning tree and residues gives a relatively satisfying result and this algorithm is widely used in many softwares such as Doris. Nowadays there are various algorithms and models on phase unwrapping, the following is a glimpse at those algorithms:

<table>
<thead>
<tr>
<th>Time</th>
<th>Algorithm idea</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>A new dual baseline phase unwrapping algorithm (MCF related)</td>
</tr>
<tr>
<td>2008</td>
<td>Robust Chinese Remainder Theorem (CRT)</td>
</tr>
<tr>
<td>2009</td>
<td>A Particle Filter Approach (Extended Kalman filter)</td>
</tr>
<tr>
<td>2010</td>
<td>Based on Minimum Discontinuity by Blocking</td>
</tr>
<tr>
<td>2011</td>
<td>Extended Minimum Cost Flow Algorithm</td>
</tr>
<tr>
<td>2011</td>
<td>A Cluster-Analysis-Based Efficient Multibaseline Algorithm</td>
</tr>
<tr>
<td>2011</td>
<td>Phase Unwrapping for Very Large Interferometric Data Sets</td>
</tr>
<tr>
<td>2012</td>
<td>Nonlinear Kalman Smoother</td>
</tr>
<tr>
<td>2013</td>
<td>Quality-Guided and Local Minimum Discontinuity</td>
</tr>
</tbody>
</table>

### 3. Basic Phase Unwrapping Methods

#### 3.1. Local phase unwrapping algorithms

1) *Branch Cut*
Theoretically, if the radar image was sufficiently sampled, arbitrary integrating path should get the same result. However, the inherent speckles in radar image may lead residues. As mentioned above, residues make the integration different by choosing different unwrapping paths. Branch cut then is introduced by Goldstein et al. [1] in 1988, which is a classical path-following method, and this algorithm raised the concept of residue. Any clockwise $2 \times 2$ adjacent gradients summation should be zero, while in fact they are not, some turn out to be -1 or +1 which are in different charge, and this is the definition of residues. As shown below in figure 2:

![Figure 2: A sufficient sample (a) and a possible residue (b) (the value is divided by $2\pi$)](image)

After calculating all the residues and record their charges, this algorithm connects the residues of different charges which are called branch cuts, and makes the total charge in the branch is zero, then prohibits any integration paths through the branch to make sure the result conservative. This procedure is depicted in figure 3:

![Figure 3: Connection of branch cuts from different charges](image)

Basic branch cut procedure follows the steps: the left loop has a charge of +1 while the right loop is -1, then the aim is to connect them to build a branch and cut this area into different parts. After that, the integration paths now cannot pass the branch, for example, it can go from 0.1 to -0.3 then -0.2, but not to 0.3. The advantages of this algorithm are that it is mathematically easy and computational fast as it costs low memory. The disadvantage of this algorithm is the lack of weighting factor for guiding the placement and connection of branch cuts. This would result in block or the called island when unwrapping at areas of low coherence and where densely branch cuts are put. However, the island caused by cuts appears to be caused by the way they are represented internally.

Many new researches are applied to enhance branch cut, such as using quality map [8], minimum the spanning tree [19] and so on.

2) **Quality map guided phase unwrapping**
The phase of the correlation forms the data to be unwrapped, while its magnitude indicates the quality of the phase data, ranging from 0 (poor) to 1 (perfect), this is a quality map [8], which is also called coherence in radar interferometry. As interferometry with a quality map is available, it indicates the reliability of the measurements. Flynn used the quality map for designing the mask at low quality area, which is to grow the residues into areas where the quality is below a threshold.

The constraint is to form the residues into clusters with zero charge summation and requires the path enclose either all or none of the residues in each cluster. This algorithm searches global for the best set of clusters. The steps for quality map guided phase unwrapping are firstly the regions with very high quality pixels are seeded, and then low quality areas grow mask, after that the algorithm tracks the residues for unwrapping.

However, the threshold for high quality is not standard and this algorithm ignores the detection of discontinuities. A coarse quality map can definitely block the unwrapping procedure, as low coherence areas will be put more discontinuities and phase unwrapping cannot pass that area.

3) Flynn’s minimum discontinuity algorithm

Different from utilising residues for putting branch cuts and trying to minimize the length of branch cut, Flynn uses the concept of discontinuity which was noticed by Lin et al. [20] along the fringe lines, and regards phase unwrapping as a process of adding a multiple of $2\pi$ to the phase difference to minimize the discontinuities across the lines. The expense of this algorithm comparing with branch cuts is higher memory and computational requirement. However, nowadays the computer technology is sufficient enough for this algorithm.

The concept of discontinuity, or jump, is defined as where the difference of two adjacent unwrapped phases is over than one-half cycle, and Flynn finds the relationship among the wrapped phase, discontinuities and unwrapped phase. The discontinuity can be removed by adding a multiple of $2\pi$ to the phase gradients and this multiple is defined as jump count for the pair of phase gradient. Jump count includes vertical and horizontal jump counts. That is, if we got the vertical jump count as the following formula:

$$v_{mn} = c_{mn} - c_{m-1,n} + \left[ \frac{\phi_{mn} - \phi_{m-1,n} + \pi}{2\pi} \right] \quad \text{For} \ (m,n) \in V$$ (1)

Where $v$ is vertical jump counts, $c$ is integer array, called the wrap-count array, is calculated from the phase image $\phi$. $V = \{1, 2, \ldots, m-1\} \times \{0, 1, \ldots, n-1\}$ and $[X]$ is the largest integer less than or equal to $X$. And horizontal jump counts:

$$z_{mn} = c_{mn} - c_{m,n-1} + \left[ \frac{\phi_{mn} - \phi_{m,n-1} + \pi}{2\pi} \right] \quad \text{For} \ (m,n) \in V$$ (2)

Where $z$ is the horizontal jump counts, $c$ is described as above. Then the wrap-count $E$ equal to the total jump counts:

$$E(c; \phi) = \sum_{(m,n) \in V} w_{mn}^v |v_{mn}| + \sum_{(m,n) \in V} w_{mn}^z |z_{mn}|$$ (3)

Where $w_{mn}^v$ and $w_{mn}^z$ are arrays of nonnegative integer weights derived from the quality information.

So the wrapped phase gets unwrapped:

$$\hat{\phi}_{mn} = \phi_{mn} + 2\pi c_{mn}$$ (4)
The pros for this algorithm are that it removes fringes quickly, and if possible, the weight chosen may not divide the image into islands by zero-weight. However, the threshold is not always easy to choose, and at low coherence area there may lead large trees of jumps. The imagery algorithm is depicted in figure 4:

Fig. 4: Jumps and discontinuity connection (from [5])

This minimum weighted discontinuity (MWD) algorithm is regarded as an early research on minimum cost flow algorithm, but this algorithm does not consider residues, and as it does not require quality map, then weighting factors is optional.

4) Minimum Cost Flow algorithms

Minimum cost network flow algorithm framework is invented by Costantini [9], though Flynn attributed earlier, and the algorithm is combined with residues and similar MWD algorithm, connecting positive and negative residues then focusing on minimizing the object. Under Costantini’s framework, the phase unwrapping problem itself turns out to be a general network flow problem, allowing the interchangeable use of fast existing network optimization paths as well as many other ideas in the rich and well-developed area of network theory [19].

This algorithm is entirely different to put branch cuts between residues, as it uses the fact that phase differences of neighbouring pixels can be estimated with possibly an error that an integer multiple of 2π. Then it defines the discrete derivative residuals looking for the solution of the following minimization problem:

\[
k_1 = \frac{|D\phi_{(i,j)} - D\psi_{(i,j)}|}{2\pi} \\
k_2 = \frac{|D\phi_{(i,j)} - D\psi_{(i,j)}|}{2\pi}
\]

\[
J = \min_{\{k_1, k_2\}} \sum_{i=0}^{N-2} \sum_{j=0}^{M-1} c_{(i,j)}^1 k_1 + \sum_{i=0}^{N-1} \sum_{j=0}^{M-2} c_{(i,j)}^2 k_2
\]

Where \(k_1\) and \(k_2\) are the residuals, while the nonzero discrete derivative residuals identify the branch cuts. MCF algorithms can be more efficient for dealing with large data images, which can be referred to Zhang et al. [16]. And Marie et al. [10] use MCF for TanDEM-X mission and get good results.

5) Minimum Spanning Tree (MST) algorithm

Minimum spanning tree approximates a minimum Steiner tree, aiming to connect the residues at least expense for connections. This algorithm proposed by Curtis W. Chen and Zebker [19], which adapts to branch cuts and approximates minimizing the length of
spanning tree. By containing all the charges of residues to the nearest to draw a neutral tree, it uses Dijkstra’s [21] shortest path algorithm for searching. With the user-defined weights on phase gradients, it is possible guiding the placement of tree branches.

Based on MST, SNAPHU algorithm was developed and put in large SAR data unwrapping, and as mentioned above, it is used in Doris and so on for phase unwrapping.

6) Path-following algorithm conclusion

There are various path-following phase unwrapping algorithms, and in general, these algorithms are local phase unwrapping methods. Ghiglia and Romero[22] suggested the minimum L p – norm framework, where L is the difference between a pair of corresponding wrapped and unwrapped phase gradients, and p is a power to which L is raised in order to establish an error metric. Goldstein’s branch cut algorithm can be regarded as L 0 algorithm while MCF is regarded as L 1 solutions.

Other path-following methods such as mask cut [3] also make contributions to unwrapping problem. Local algorithms focus on typical areas but where the noise is too much local unwrapping may be blocked. Then Global phase unwrapping gives better performance.

3.2. Global phase unwrapping algorithms

1) Least squares method

As described above, the minimum L p norm algorithms have the power of p, then least squares can be regarded as when p=2, that is L 2 norm situation. This is different with L 0 and L 1 methods, as this involves all the values to the partial differential equations (PDEs) using mathematical methods for minimization. L 2 norm turns the PDEs to a linear equation for solution, and minimizing the gradient differences.

Least squares method is requested as weighted and unweighted algorithms, while unweighted phase unwrapping can be described as a discretised Poisson equation [23]. To solve this problem efficiently, fast Fourier transforms (FFTs) is used and also discrete cosine transform (DCTs) [6]. Based on Gauss-Seidel relaxation schemes, the unweighted full multi-grid (FMG) [7] is working iteratively and efficiently.

In the case of weighted least squares problem, the preconditioned conjugate gradient (PCG) method [6] is applied, while weighted FMG is claimed that 25 times faster than PCG. However, it does not guarantee to cluster and needs a mass of iterations.

The advantages of this algorithm are that as all the value can be added, it ensures the smoothness and continuity of the result; and at the low SNR or densely residue area, L 2 can be quite effective for anti-noise, permitting use on noisy data that would have been difficult or impossible to unwrap by path-following algorithms.

2) Minimum L p norm methods

Minimum L p norm algorithm is a generalization of the weighted L 2 phase unwrapping approach, while the optimization equation is:

$$\text{minimize}\left\{ \sum_{i,j} w_{i,j}^x |\Delta \phi_{x_{i,j}} - \Delta \psi_{x_{i,j}}| + \sum_{i,j} w_{i,j}^y |\Delta \phi_{y_{i,j}} - \Delta \psi_{y_{i,j}}| \right\}$$

(8)
Where w is weight, $\Delta \phi_{(i,j)} - \Delta \phi_{(i,j)}^\in$ is the gradient between corresponding unwrapped and wrapped phase, and p is power. This method generates data-dependent weights if $p \neq 2$, and some discussion about weight calculation is described by Pritt [7]. However, this algorithm is highly intensive for computation due to its doubly iterative structure [1].

3) Other global algorithms

FFTs and DCTs techniques are widely used to make the global phase unwrapping methods computationally efficient. It has been proved that the Green’s formulation method is mathematically equivalent to the least squares algorithm [24]. PCG and FMG for weighted least squares are efficient, while Zebker and Lu [25] combine local and global approaches in a synthesis algorithm.

Global unwrapping algorithms have the problem that they may lead a shifting for all the data comparing with local phase unwrapping algorithms. But at noisy area global algorithms have better performance.

4. Our research for unwrapping

Considering residues and discontinuities, this algorithm aims to combine both branch cuts and discontinuities when doing phase unwrapping. For high dense noise area, there could be blocked by closed branch, the algorithm firstly connects the residues and then when unwraps the phase, it also considers the unwrapping path under the instruction of discontinuity lines.

We define the block lines by $2 \times 2$ pixels and mark a number to the left top pixel, these numbers are chosen at the basic five types, namely no block, left block, down block, right block, and up block. Then add their value together if it is combining situation, for example, down and right block it sets 8 as 3 plus 5. To avoid the same number stands for multi type, so up block is set to 10. The figure connecting the line is in the following:

```
<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 : No block</td>
<td>1 : Left Block</td>
<td>3 : Down Block</td>
<td>5 : Right Block</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>10</th>
<th>6</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 : Up Block</td>
<td>6 : L &amp; R Block</td>
<td>8 : D &amp; R Block</td>
<td>9 : L &amp; D &amp; R Block</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4</th>
<th>11</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>15</th>
<th>16</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 : R &amp; U Block</td>
<td>16 : R &amp; U &amp; D Block</td>
<td>18 : D &amp; L &amp; U Block</td>
<td>19 : All Block</td>
</tr>
</tbody>
</table>
```

**Figure 5: All situations of discontinuities**

L, R, U and D are short for left, right, up and downward block lines. The dotted line means that it allows the integration pass while the solid line prohibits the integration. This somewhat like mask and minimum weighted discontinuity, but it does not consider coherence and jump counts. This algorithm tries to find better way to break through the branch cut when the cuts come to close as the way connecting cuts are different. However, this method do solve the island at the expense of time consuming and in real data if the image is separated by heavy
layover or river then there may lead error propagation. Figure 6 shows the simulated topography results:

![Simulated wrapped interferogram (a) and unwrapped by the algorithm (b)](image)

*Figure 6: Simulated wrapped interferogram (a) and unwrapped by the algorithm (b)*

5. Conclusion

There is variety of phase unwrapping methods and those algorithms mentioned above are concluded as two-dimensional phase unwrapping problem. It is complex and difficult to obtain completely correct answer. Two-dimensional phase unwrapping method then remains to accuracy and efficiency problem. As this turns to be a NP hard problem, it is impossible for efficient algorithms to solve exactly [4]. Some researchers believe that L⁰ or L¹ norm such as MCF is better for phase unwrapping [4] while other believe that minimum L² norm can give more exact answer at high noise area [26, 27].

Another challenge for any algorithm is its ability to deal with large data. Although the computer technology is developing rapidly and more memory is becoming available; the data from new satellites are also becoming larger and larger. As mentioned above, MCF and L⁰ norm can handle this problem, while L² may cause shifting at some area. Chen and Zebker [4] have applied SNAPHU for large data, and Zhang et al. [16] processed large data using MCF.

Further, InSAR and DInSAR images need to incorporate the temporal and geometrical decorrelation to form interferometric fringe. The algorithms discussed in this paper are conventional spatial unwrapping algorithms without long time series. For high decorrelation images, such as in processing persistent scattering InSAR data, the algorithms should consider the temporal impacts [28, 29]. One example algorithm is STUN algorithm (Spatial-Temporal Unwrapping Network) [30].

Combining these phase unwrapping methods and balancing their disadvantages make new algorithms produce better and satisfying results. For example, Zebker and Lu [25] applied synthesis algorithm using both residues and least squares. Dai and Zha [31] combined reliability sorting and residue mask to get accurate phase unwrapping. Many ongoing researches on optimal weighting factors are aiming to find the most appropriate threshold. Even though it is always approximation to the whole problem, there are algorithms offering acceptable result and they should be further enhanced in both efficiency and precision.
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Swarm-Based Satellite Constellation Control
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Summary: Over the last few years there has been a lot of research interest in space satellite swarms. An area of particular interest, to us, is highly autonomous swarms, referred to as self-organising swarms. This approach does not require any centralised command and control. The coordination is achieved through agent-level interactions. They are able to take action to ensure the most efficient use of fuel, avoid impacts and adapt to individual degradation and failure without earth based control. We are now investigating applying these capabilities for constellations of spacecraft. In this paper, two applications of satellite swarm are presented. The potentials of applying swarm technologies to the satellite constellations are discussed.

Keywords: Satellite Constellation, Bio-Inspired Swarm, Behaviour Rules.

Introduction

Many space applications such as global navigation and cell based space communication require a number of platforms to collaborate. Currently this collaboration requires sophisticated ground control stations usually situated around the earth and copious amounts of data transfer. This presents two limiting factors the expense of the ground stations, which if manned as they usually are is very costly and the system reliability. There are two factors inherent in this approach that limit the ruggedness of the system, the ground station itself is vulnerable to technical or malicious damage and the data is subject to interference and corruption. There is another aspect of data transfer that is becoming a global issue and that is the security of the data. Both nations and individuals have increasing concerns about re-purposing of data by third parties. Due to the complexity of managing the system it is also often not possible to exploit the assets to their full capability.

Self-Organising Swarms

Swarm technology has its origin in biomimicry of social insects. As often observed, biological system such as the swarms of ants, bees, fish and birds reveal some amazing cooperative behaviour. These insects are able to carry out complex tasks which emerge from a very limited cognitive capability. Every single insect that lives in colonies seems to appear in the right place and do the right task so that the whole colony appears to have some global organisation which it does not. The continuous integration of all individual activities does not
seem to require any supervision [1]. Such systems are often referred as a Self-Organised (SO) system or swarm intelligent system. The terms ‘SO system’ and ‘intelligent system’ are used interchangeable in this thesis. After decades of research, the mechanism that drives SO systems has been identified. Recent research suggest that the individuals within the swarm system are neither able to assess a global situation nor aware of the tasks to be carried out by the other agents and thus no global control, i.e. there is no supervisor in a swarm system. Their actions are determined by sets of behaviour rules on the basis of local information. For example, each time an agent performs an action, the local environment is modified by this action. The modified environmental configuration will then influence the actions of the other agents.

Ants and termites which were first studied by the pioneers of this area of research carry out complex behaviour including major construction work their activity based on a simple rule set that can be easily replicated in a simulation. Honey bees have a far more complex rule set mainly due to their need to deal with a much richer sensory capability. A bee is able to fly out searching for a food source and then return to its nest and describe the location to its fellows. The flying out and return alone requires the bee to replay the visual information in the reverse order and compare it to data from another sensor, the other eye, this behaviour is complex and again carried out with limited cognitive and data transfer capability. Reynolds in particular was able to demonstrate that the flocking of birds or the shoaling of fish could be reproduced with just three simple rules. While later studies have shown these original rules required some refinement to match real swarms the principal holds true. The concept of SO system has been applied to the formation flying spacecraft [2, 3], in which the spacecraft, modelled as a swarm of agents, follow three biological rules, namely ‘avoidance’ of both each other and the threat, ‘gather’ to maintain the formation and ‘attraction’ towards target locations according to pre-defined artificial potential functions. In this study, the scenario is more complicated than converging to target locations. Therefore the agents will be required to switch between multiple modes and their behaviours are governed by different rule sets under each mode.

The adaption of these techniques to solving engineering problems is still in its infancy. We have investigated the search part of marine search-and-rescue operations [4], military ground attack [5], collision avoidance for orbiting spacecraft [6] and fuel utilisation for life maximisation of swarms of spacecraft [7]. The conclusions from this work is that SO swarms offer real advantages in terms of the response time and system ruggedness, but this is to some extent the cost of not optimising the assets available.

**Control of Swarms in Orbit**

A number of papers have been produced examining the viability of the use of swarms of spacecraft [8, 9]. These have mainly concentrated on the proposed advantages of distributing the assets and the cost savings that may be achieved from producing a number of small cheap and possibly replaceable spacecraft. There is much less exploration of how swarm technology
might be applied to these vehicles. For this reason we investigated two scenarios where a self organised swarm might yield benefit.

**Debris Avoidance**

In this scenario we looked at a swarm of spacecraft in the same orbit and following a line astern pattern. When debris, such as space junk, threatened one of the craft it automatically adjusted its location to avoid the impact. This led to the other spacecraft adjusting their positions to accommodate the translation. In Figure 1, the spacecraft avoids the debris region by changing their along-track position through three impulsive thrusts in the orbital plane, as indicated by the red dots, to their final configuration. The selected avoidance region in this simulation is arbitrarily taken to be one kilometre for scalability such that any changes could be easily accommodated within the methodology.

![Figure 1 In-plane debris avoidance manoeuvre](image)

This could be the basis for a classic swarm readjustment based on a changed environment. When the threatened vehicle moved it effectively changed the other vehicles in the swarm’s environment which led to them modifying their location to accommodate the changed environment.

**Mission Life Maximisation**

As the useful life of a space system is dependent on the fuel available for manoeuvring, one of the weaknesses of using a swarm of satellites to carry out a mission is that the mission ceases or is at least degraded when the first vehicle runs out of fuel. Under the influence of the $J_2$ perturbation, the agents with larger orbital element differences with respect to the reference orbit consume more energy in maintaining their position within the configuration. This suggests that the fuel consumption of individual spacecraft will not be uniform across the swarm as it depends on initial conditions and the location of the individual spacecraft within the formation. To overcome this we produced an algorithm that led to the vehicle moving from a high fuel-consumption zone to a lower fuel consumption area by utilising swarm technology.
Figure 2(a): The initial position of the spacecraft swarm.

Figure 2 (b): The initial position of the spacecraft swarm on $y - z$ plane.

Figure 2 shows a swarm of satellites viewed in three dimensions and the distribution when viewed along the track. As can clearly be seen from figure 3 this orbital structure leads to a considerable distribution in fuel-usage rates. It is related to its orbital elements differences with respect to the reference orbit. If the coordination strategy is not applied to balance the fuel consumption, the mission lifetime will be affected as the spacecraft on the outer perimeter of the configuration will run out of fuel before those nearer to the centre.
The swarm algorithm allows the individual vehicles to modify their behaviour as shown in Figure 4. The common objective is to extend the mission lifetime by allowing the spacecraft in the high-fuel-consumption positions to switch with those in the low-fuel-consumption positions.

Figure 4(a): Initial swarm.
Thus after 1000 orbits, the vehicles that have the highest initial usage, those marked in red, have moved to the less fuel demanding locations.

**Applying Swarm Technology to Constellations of Spacecraft**

Spacecraft that operate as constellations are often distributed over a wide area of space. Some of the approaches that we have used with closely clustered swarms can be directly applied in this new situation. For example, if a vehicle is required to take avoiding action in response to a potential collision other agents can automatically fill any gap that might result. Also if it is necessary to geographically redistribute the constellation the vehicle can respond so as to follow a fuel usage plan. However there are other ways in which swarm technology can be applied to Constellations which we are currently investigating.

**Transponder configuration**

In order to maximise their revenue, communication satellites reconfigure their transponders. For example, a crude plan can be implemented such that communication types are prioritised so real time communication such as voice and personal communication would be given the highest priority and charged accordingly. The next priority might be given to large data sets such as video, television, transfer and the lowest to downtime data transfer. In practice this is much more complex involving decisions not only based on transponder availability but also on commercial and operational considerations. It should be possible to produce a swarm rule set to maximise revenue which may or may not maximise usage.

**Relocation**

There may well be situations when the constellations performance could be improved by changing the orbital parameters of the vehicles. An example of this might be a space
capability for detecting and monitoring bushfires. Such a system would be required to provide regular overfly to keep the data current, leading to a requirement for a constellation of spacecraft. While such a capability could be extremely valuable in reducing losses caused by wildfires, the bushfire season is relatively brief making high utilisation difficult. In a general sense one could shift the sensor platforms to look at the East of Australia in the Southern Summer and West Coast of USA in the Northern summer. This is, however, a crude approach. A far better one would be to deploy the assets based on fire risk which can be determined from local surface temperature, humidity and wind. A swarm-type approach would match sensor deployment to real time conditions.

**Conclusion**

The application to Bio-inspired swarms to engineering control and management problems is still in its infancy. There appears to be significant potential gains over more traditional methods, but a great deal of work is still required before these methods can be widely deployed. This fact is evident as there are few if any currently deployed systems. One area where potential advantages can be postulated is in the control and management of space assets, and it is towards this end our research is directed.
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**Summary:** The effect of varying the geometry of the flow deflector or pintle in an expansion deflection (ED) nozzle has been explored through a computational analysis. Flow behaviour was evaluated using axisymmetric, RANS-based numerical models and validated using experimental static pressure values and schlieren photography. The length and angle of the pintle were varied in order to assess the potential for altitude-adaptive behaviour within the nozzle design. It was found that the pintle length had a far greater effect on flow behaviour compared to variation of the pintle angle. Evidence of altitude-adaptive behaviour was observed in the increased length ED nozzle through the existence of a wake-dominated flowfield and avoidance of flow separation. The results demonstrate that an altitude-adaptive flowfield incorporating an open wake can be achieved with careful design. The salient effect of turbulence within the ED nozzle confirmed the unsuitability of traditional inviscid numerical techniques when describing complex nozzle flowfields.
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**Introduction**

Conventional rocket propulsion systems are currently subject to significant nozzle inefficiencies when operating over a range of altitudes. The source of this inefficiency stems from the use of fixed-area convergent-divergent nozzles that yield a constant exit pressure for the exhaust. Optimal nozzle efficiency is achieved when the exit pressure of the exhaust is equal to that of the receiver, or local atmospheric pressure. As atmospheric pressure continually varies with altitude, this condition is only satisfied at one discrete point and losses are present at all other altitudes. The loss of efficiency due to changes in receiver pressure can reach as high as 15% within nozzles designed to operate between sea level and the vacuum of space [1].

Advanced nozzle concepts capable of compensating for the variation in receiver pressure due to altitude have existed for over half a century [2]. These concepts can be categorised with respect to the adaptive mechanism employed and generally fall two general classes: variable area nozzles [3, 4] or controlled flow separation devices [5]. Predicting and controlling the flow separation phenomenon is difficult [6], and separation of exhaust flow from the nozzle wall can result in damaging side loads [7]. Additionally, compensation through flow separation can only produce a finite number of available area ratios. Therefore, altitude compensation using these devices is not a continuous process and still subject to pressure-induced efficiency loss [8].

Nozzle concepts utilising a passive approach to exit area variation continually manipulate the effective nozzle area ratio to inherently compensate for any changes in receiver pressure, maintaining high efficiency irrespective of altitude. Variation of the exit pressure is achieved
through manipulation of the effective area ratio of the nozzle through utilising the atmospheric air itself. This interaction occurs externally to the nozzle shroud in the plug nozzle [3] or internally in the expansion-deflection (ED) [4] nozzle. Early work on both nozzle concepts suggested the altitude adaptive potential of the plug nozzle was far greater than the ED nozzle [9]. However, the configuration used in the study was different to that proposed in the original design [4] and followed a methodology inherently unable to compensate for altitude [10]. Variations in these design philosophies can be seen in Fig. 1. Recent work has shown comparable altitude adaptive behaviour between both concepts [11].

The lack of understanding of the ED nozzle flowfield coupled with the increased heat flux and transonic region instability of the plug nozzle [12] justify further investigation into the ED nozzle concept.

Altitude compensation is achieved in the ED nozzle through use of a central flow deflector, commonly referred to as a pintle. The function of the pintle is to deflect the exhaust radially outwards towards the nozzle wall, resulting in the creation of a viscous wake region at the base of the pintle comprised of local ambient air. The interaction between the supersonic exhaust and stagnant wake creates a shear layer that varies the effective area ratio of the nozzle with respect to the wake region pressure. While the wake remains ‘open’ to the atmosphere, the effective area ratio will be equal to that required for complete expansion of the exhaust. However, as altitude increases, the required effective area ratio will also increase until the physical maximum is reached. At this point, the wake becomes ‘closed’ to the atmosphere and nozzle behaviour will be similar to that of a conventional nozzle. Operation in open and closed mode is shown in Fig. 2.

In this work, variations in pintle geometry through length and angle manipulations were made to a Wasko-type ED nozzle to determine if altitude-compensating, or open mode operation could be observed. It is important to note that the traditional numerical tools used to analyse the ED nozzle are restricted to analytical methods that require an inviscid, irrotational flowfield in order to produce a solution [11]. While these conditions do not limit accuracy for conventional nozzle flows, their use to describe the ED nozzle flowfield is limited and requires the entire wake region to be assumed. An approach using computational fluid...
dynamics (CFD) is inherently able to describe all flow regions within the ED nozzle and was therefore selected for this work.

**Figure 2: Operation of the ED nozzle in (a) open wake and (b) closed wake mode**

**Numerical model**

All numerical results were generated using the commercially available software, ANSYS Fluent 14.5. Due to the quasi-steady nature of the full-flowing nozzle flowfield, a time or Reynolds averaged (RANS) approach to turbulence modeling was used. A two-dimensional axisymmetric pressure-based coupled solver was used in conjunction with second order spatial discretisation schemes for all models. Turbulent parameters were derived from the Reynolds number and boundary layer thickness resulting in a turbulent intensity of 3.6% and length scale of 1.68mm at the nozzle inlet and a three co-efficient Sutherland model was used for viscosity [13]. To determine solution convergence, the mass flow rate was recorded at the nozzle inlet, exit and outlet and satisfied after a variation of mass flow less than 1% between locations coupled with a change in magnitude of less than 0.1% over 500 iterations had been achieved. The outflow domain was sized with respect to the nozzle throat radius $r_t$ and was kept consistent between configurations. Details of the computational domain can be seen in Fig. 3.

The geometry utilised in all simulations was consistent with that used in a prior experiment [14]. A baseline pintle length of 20mm and angle of 10° were used in order to follow the
nozzle contour and achieve a pintle base to nozzle exit area of 0.1. The pintle length was varied by 0.5$L_p$, $L_p$ and 1.5$L_p$ and the pintle angle varied by 0.50$p$, $\theta_p$ and 20$p$ where $L_p$ and $\theta_p$ were the baseline pintle length and angle respectively. Discretisation of the domain was completed using a fully-structured scheme consisting of quadrilateral mesh cells. A multiblock technique was employed to ensure cells were aligned with the direction of fluid flow. In order to accurately model boundary layer effects, prism inflation layers were implemented in all models and a non-dimensional wall distance (y+) value of 1 was maintained. The presence of cells within the viscous sub-layer was necessary to describe the strong pressure gradients within the flowfield as well as model separation of the flow from the nozzle wall.

A grid convergence index (GCI) analysis was used in order to determine mesh independence and quantity numerical uncertainty [15]. The GCI analysis was carried out across four discretisation schemes: coarse, refined, standard and fine. The standard and fine levels of refinement were achieved using a quad region adaption technique and resulted in a cell count of 1.01, 4.04 and 16.2 x 10$^5$ elements for the coarse, standard and fine mesh levels respectively.

Flow through all nozzle configurations was treated as compressible and turbulent. The baseline turbulence model selected for the GCI analysis was the Spalart-Allmaras (SA) one-equation turbulence model developed specifically for aerodynamic flowfields involving wall bounded flows [16]. Variation of averaged exit velocity and quantification of numerical error using the GCI analysis is shown in Fig. 4. A safety factor of 3 was applied to all numerical error, as per the recommendations in [15]. This error was converted to a percentage and was found to be less than 1% between all mesh levels. This combined with the greatly reduced computational time resulted in the coarse mesh being selected for use in all models. To improve resolution of the shock waves, the coarse mesh was periodically adaptive with respect to a normalised density gradient. This resulted in an overall cell count of 2.18 x 10$^5$ elements.

Figure 3: (a) Computational domain with pintle variations

A grid convergence index (GCI) analysis was used in order to determine mesh independence and quantity numerical uncertainty [15]. The GCI analysis was carried out across four discretisation schemes: coarse, refined, standard and fine. The standard and fine levels of refinement were achieved using a quad region adaption technique and resulted in a cell count of 1.01, 4.04 and 16.2 x 10$^5$ elements for the coarse, standard and fine mesh levels respectively.

Flow through all nozzle configurations was treated as compressible and turbulent. The baseline turbulence model selected for the GCI analysis was the Spalart-Allmaras (SA) one-equation turbulence model developed specifically for aerodynamic flowfields involving wall bounded flows [16]. Variation of averaged exit velocity and quantification of numerical error using the GCI analysis is shown in Fig. 4. A safety factor of 3 was applied to all numerical error, as per the recommendations in [15]. This error was converted to a percentage and was found to be less than 1% between all mesh levels. This combined with the greatly reduced computational time resulted in the coarse mesh being selected for use in all models. To improve resolution of the shock waves, the coarse mesh was periodically adaptive with respect to a normalised density gradient. This resulted in an overall cell count of 2.18 x 10$^5$ elements.

Figure 3: (a) Computational domain with pintle variations
To evaluate the influence of turbulence on the solution, a comparison was made between the SA, k-omega shear stress transport (k-ω SST) [17], k-epsilon realizable (k-ε realizable) [18] and inviscid models. The evaluation was conducted using static pressure readings taken using tappings at the nozzle wall throughout the divergence section and a comparison of experimental and numerical schlieren images immediately downstream of the nozzle exit. The pressure distribution and schlieren comparison are shown in Figs. 5 and 6 respectively. Quantification of error for the experimental pressure readings were taken from the values reported in [14] and determined to be 2.5% throughout the divergence section and 5% at the throat due to the high rate of pressure change in the region.

A clear variation in pressure distribution was evident between each of the turbulence models used. The inviscid model predicted a full-flowing nozzle whereas separation of the flow from the nozzle wall was modeled in all turbulent simulations. The location of separation varied between models, although all were within the recorded experimental pressure values. The variation in numerical schlieren was far more pronounced; both two-equation turbulence models generated a wake-dominated flowfield. Comparatively, the experiment and SA turbulence models produced a shock-dominated flowfield. Due to the high agreement between both performance measures, the SA model was used in all models.

Figure 4: Quantification of exit velocity fine mesh error $E_1$ and coarse mesh error $E_2$

Figure 5: Static pressure over stagnation pressure against non-dimensionalised nozzle length
Results

To observe flow behaviour for all pintle variations, operation of each nozzle configuration was conducted across two operating conditions: overexpanded (OX) flow and grossly overexpanded (GOX) flow. These flow conditions were categorised by the theoretical threshold at which separation of the flow from the nozzle wall would be expected to occur [19]. As mentioned previously, all experimental results were taken from previous work [14].

Length Variation

In the length-varied configurations, the OX and GOX operating conditions were evaluated at a stagnation pressure of 4.56 and 6.29 atm respectively. Static pressure distributions are shown in Fig. 7 and 8 and a comparison of numerical (upper) and experimental (lower) and numerical schlieren images are given in Fig. 9.

Figure 6: Comparison of experimental and numerical schlieren images immediately downstream of the nozzle exit

Figure 7: Length-varied normalised static pressure distribution under GOX flow conditions
The correlation between experimental and numerical pressure values was within the predicted error range for both configurations under both operating conditions. Flow separation was avoided in the increased length ED nozzle which suggested open wake or altitude compensating behaviour. In comparison, separation occurred under both OX and GOX conditions in the reduced length ED nozzle and the location of separation varied by less than 5% between these operating conditions. The relatively consistent distributions supported the inherent quality of the ED nozzle to operate independently of operating pressure.

Similar to the pressure distributions, a generally high correlation between density gradient was evident in the experimental and numerical schlieren images. A prominent secondary ‘trailing’ shock induced by the pintle was evident in the reduced length ED nozzle under both flow conditions. There was a slight offset of the secondary shock between the numerical and experimental images, although the primary or separation-induced shock was well captured. The shock-dominated flowfield for both conditions suggested that wake closure occurred in the reduced length ED nozzle. However, a wake dominated flowfield was apparent in the increased length ED nozzle which was consistent with the avoidance of flow separation.
Correlation between schlieren images in the increased length OX flow condition was reduced, with a significant variation in primary shock angle and Mach diamond structure.

**Angle Variation**

In the angle-varied configurations, the OX and GOX operating conditions were evaluated at a stagnation pressure of 4.92 and 6.21 atm respectively. Static pressure distributions are shown in Fig. 10 and 11 and a comparison of numerical and experimental schlieren images is given in Fig. 12.

![Figure 10: Angle-varied normalised static pressure distribution under GOX flow conditions](image)

![Figure 11: Angle-varied normalised static pressure distribution under OX flow conditions](image)

The agreement between experimentally measured and numerical pressure values were high in the reduced angle ED nozzle with values within error ranges for both operation conditions. Correlation was extremely poor for the increased angle ED nozzle which can be attributed to the inconsistent rate of area increase throughout the divergence section. In the experimental nozzle, the pressure distribution showed that the throat was displaced axially towards the end of the pintle. Comparatively, the numerical model predicted throat conditions at the geometric throat resulting in a compressive increase in static pressure at the pintle end before further
reduction. The occurrence of flow separation was again consistent between operating conditions as shown through a difference of location of less than 5%.

![Figure 10: Angle-varied schlieren comparison for (a) GOX 0.5θp, (b) OX 0.5θp, (c) GOX 2θp, and (d) OX 2θp.](image)

The flowfield was well described by the numerical model under all conditions. A secondary pintle-induced shock was observed for all configurations but was less prominent in the GOX flow condition due to the increased turbulence levels amplifying the influence of the upstream wake. Operation under all conditions was restricted to closed wake or non-altitude compensating flow regardless of pintle angle. Elongation of the Mach diamonds was greater for the reduced angle attachment which was expected due to the location of flow separation being closer to the nozzle exit.

**Conclusion**

A high level of agreement was evident between the computational and experimental results for all configurations and flow conditions tested. The primary discrepancy was the correlation between static pressure values in the increased angle ED nozzle. This occurred due to an inconsistent rate of area ratio increase within the nozzle and resulted in axial displacement of the throat in the experimental testing. Additionally, the agreement between numerical and experimental schlieren images was compromised in the increased length ED nozzle due to the turbulent nature of the wake-dominated flowfield. The observed inaccuracies in the computational results may represent a limitation in RANS modelling to accurately describe the flow behaviour in an open wake ED nozzle flowfield. This result further reinforces the unsuitability of traditional inviscid numerical techniques and highlights the salient effect of turbulence within the ED model flowfield and that an open wake and therefore a nozzle capable for compensating for altitude can be achieved with careful design.
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A Highly Mobile Wheel-on-Leg Planetary Rover for use in a Martian Analogue Environment
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Summary: Rovers used for Martian exploration have traditionally employed passive suspension systems that limit the step obstacle height that they can traverse to the diameter of their wheels. They are also susceptible to getting their wheels stuck in soft soil. To overcome these problems, hybrid wheel-on-leg planetary rovers capable of operating in multiple mobility modes have been designed. In this paper we present such a concept. The rover’s mobility system is composed of four legs with a wheel at the end of each leg, resulting in a platform with 16 degrees of freedom. The rover is capable of energy efficient driving as well as high traversability walking. In addition, the rover can orient its body into a stable configuration by raising and lowering its legs. Presented is the selection process of the wheel-on-leg mobility system, followed by a summary of the design of the rover and the proposed rover operations in a Mars analogue environment.

Introduction

In 2013 the University of Sydney, the The University of New South Wales and the Powerhouse Museum were awarded a $2.9 million research grant over two years from the NBN-Enabled Education and Skills Services program, with the aim of addressing the decline in science and engineering uptake, using the capabilities of the National Broadband Network to link users from anywhere in Australia to educators, researchers, engineers, and scientists. As part of this project the University of Sydney’s role is to design and build two new rovers that both meet the needs of the project education requirement as well as its research needs.

Fig. 1: The MAMMOTH (Mars Analogue Multi-MOde Traverse Hybrid) Rover. The rover is shown next to a 1.8 m tall human figure for scale.
The MAMMOTH (Mars Analogue Multi-MOde Traverse Hybrid) Rover, shown in Figure 1, is a wheel-on-leg system comprising four legs with a wheel at each end. Each leg has four degrees of freedom: hip rotation, thigh raise/lower, ankle rotation and wheel rotation. This provides the rover with a large set of possible joint positions, or configuration space, compared to traditional Mars rovers. The MAMMOTH rover is designed to test highly mobile operations in a Mars analogue environment.

Four mobile robotic rovers have explored or are still exploring Martian sites. These include the Sojourner, Mars Exploration Rover and Mars Science Laboratory platforms [1]. Each of these rovers utilizes the rocker-bogie mobility system composed of four or six independently steered and driven wheels. On either side of the rovers there are two wheels at the middle and back that are attached to the two ends of a bogie, which is in turn connected to the front wheel via a rocker. These rocker-bogie assemblies are connected via a differential at the centre of the rover body. The two main advantages of this mobility system are that all six wheels are kept in contact with the surface while driving on uneven terrain, and that the wheels’ ground contact pressures are equalised [2]. Disadvantages of a rocker-bogie rover include the limitation of only being able to safely traverse obstacles that have a step height less than or equal to the rover’s wheel diameter [3]. These rovers are also susceptible to getting stuck in soft soil, or “embedding events”. The most significant example of this is the Mars Exploration Rover “Spirit” getting embedded in soft soil, causing an end of its mobile operations [4].

Rovers that are capable of operating in multiple mobility modes are not as susceptible to these problems. An example of this type of platform uses the hybrid wheel-on-leg mobility system, which combines the high mobility of legged vehicles for rough terrain traversal with more energy efficient wheeled locomotion over benign terrain. Examples of wheel-on-leg rovers include the SHERPA and ATHLETE rovers. As discussed in [5], the SHERPA rover is a 24 degree of freedom quad wheel-on-leg system that has been designed as a highly mobile robot used to explore lunar craters. The SHERPA’s operational tasks are to traverse harsh terrain and manipulate communication infrastructure and other robots as part of a robotic team. It is capable of conducting all of these tasks given its multiple locomotion modes and re-configurability. The ATHLETE rover described in [6] is a hex wheel-on-leg system that was also designed for lunar operations. The ATHLETE has 42 degrees of freedom, with which it is able to perform many different exploration and construction tasks. Both rovers are capable of traversing obstacles that have a step height equal to or larger than their chassis height. They are capable of lifting their wheels off the surface and clambering or walking out of an embedding event. The disadvantages of these wheel-on-leg platforms come with their mechanical and control complexities. Having large numbers of actuators and a complex leg mechanism increases possible failure modes, which introduces a reliability risk. A large number of actuators presents complexities in the form of a larger possible configuration space than conventional rovers, resulting in complex planning and control schemes.

To select an appropriate mobility system for the MAMMOTH rover, this article evaluates various mobility system designs based on specific research and educational objectives, operational constraints and engineering requirements. The technical design of the MAMMOTH rover is then presented, including a higher level explanation of the mechanical and electrical sub-systems. This is followed by a description of the conceptual operations of the MAMMOTH rover, highlighting the various locomotion modes that the rover is capable of operating in. Lastly, conclusions and a discussion of further work to be performed are provided.
Design Selection

The conceptual design of the MAMMOTH rover has been selected based on an evaluation of various existing rover concept designs against certain design criteria that are based on the rover’s design objectives, operational constraints and engineering requirements. This section discusses the various aims, constraints and engineering requirements imposed on the MAMMOTH rover followed by a discussion of existing rover concept designs and their applicability to the MAMMOTH rover design.

Aims, Constraints and Engineering Requirements

The aims for the MAMMOTH rover are to:

- develop a platform that will allow high-school students the ability to control a highly mobile platform and explore a Mars analogue environment;
- research highly mobile rover operations on variable terrain;
- research semi-autonomous and autonomous Mars analogue mobile rover operations with the aid of tele-operation.

The majority of the rover’s operations will be conducted within Sydney’s Powerhouse Museum Mars Yard, a Mars analogue environment. The yard is a 140 m² space that is composed of highly variable terrain that includes boulder fields, loose soil, and a crater with highly inclined walls. This environment is a relatively confined space and limits the allowable size of the rover. During operation, it is foreseen that the rover will need to be handled by human operators, which introduces a limit on what the rover can weigh.

With these objectives and constraints in mind, a list of critical engineering requirements was formulated. The rover shall:

- traverse over soft sandy soils;
- be able to traverse over obstacles with step sizes equal to the rover’s nominal body height;
- have a mass less than 80 kg;
- have an envelope volume less than 1.5 m³;
- have a maximum driving speed less than 0.5 m/s;
- operate on inclines up to 20°;
- be able to drive continuously for 0.5 hours and conduct static operations for 5.5 hours on a single battery charge;
- operate semi-autonomously with operator supervision;
- operate autonomously given a goal position and orientation.

Concept Design Evaluation

Ultimately, the criterion that is most consistent with the design aims, constraints and requirements is the rover’s mobility. The main purpose of the rover is to conduct complex traverse operations given the operational environment. The educational and research potential
of the rover is tightly coupled with the rover’s ability to traverse complex terrain. Mass and volume are the next most important criteria considering the strict environmental constraints of the Mars Yard and the desired mission duration times. Cost follows given a limited development budget. Rover power consumption is constrained by the 6 hour operation time requirement. Control simplicity and mechanical simplicity are desired, however not strictly necessary. It is ultimately a research goal to determine what degree of control and mechanical complexity must be sacrificed to achieve high mobility.

A planetary rover’s operational abilities are most significantly determined by its mobility system. A large taxonomy of rover mobility systems exists, and it is arranged into continuous, discrete, and hybrid classes [8]. Continuous mobility systems include tracked and wheeled systems such as the GROVER [7], SCARAB [8], FIDO [9] and MESR [11] rovers shown in Figure 2. There are significant limits on the type of terrain that wheeled rovers are capable of traversing. Their technological maturity and relative simplicity allows for reduced development time, reduced cost, control simplicity and mechanical simplicity. Continuous mobility systems are also considered the most energy efficient [6].

Discrete mobility systems include walking rovers such as the DANTE-II frame walker [10] and the SpaceClimber hexapod [13] shown in Figure 2. The advantage of these rovers is that they have increased mobility by being able to walk over obstacles. DANTE-II is an example of a robot that has been used for extremely harsh terrain such as high inclination craters with loose soil and large rocks. Discrete mobility systems are of significant research interest given their uncommon use in planetary or lunar exploration studies and their potential to explore harsh planetary terrain. Discrete mobility system masses are generally larger compared with continuous systems. Large mass, energy inefficiencies and mechanical and control complexities are the main disadvantages of these systems.

Hybrid wheel-on-leg platforms, such as the ATHLETE [6] and SHERPA [5] rovers, shown in Figure 2, take advantage of the energy efficiency of wheeled systems and the increased manoeuvrability of legged platforms by incorporating both into a single system. Their research
potential is also promising given the high mobility of the platforms demonstrated in [5], [6], [14] and [15]. Disadvantages come with increased mass, mechanical complexity and control complexity. Based on its high manoeuvrability and research potential, a hybrid quad wheel-on-leg mobility system most similar to the SHERPA rover was selected for the MAMMOTH rover. To reduce cost and increase mechanical simplicity a platform with four wheel-on-legs as opposed to a five or six wheel-on-legs was chosen.

**Detailed Design**

This section describes the higher level design of the MAMMOTH Rover. An overview of the electrical sub-system is given in addition to a summary of key elements of the mobility system and the rover’s structure. The rover’s mass is 80 kg, while its envelope volume is variable due to the re-configurability of the wheel-on-leg mobility system. In its compact configuration, the rover has a minimum footprint of 600 × 600 mm, while when fully extended the footprint area is 1300 × 1300 mm. The height of the rover, from the ground surface to the height of the mast can vary between 700 and 1200 mm. During typical operations the rover is capable of driving at a maximum speed of 0.4 m/s.

**Electrical Sub-System**

The MAMMOTH rover’s electrical sub-systems are composed of the power, mobility, communications, control and sensor sub-systems, shown in the architectural diagram in Figure 3. The rover is powered by eight 95 Wh, 6.6 Ah rechargeable Li-Ion cells. The requirement that the rover can operate for a 6 hour period is highly dependent on the duty cycle of each of the actuators. Assuming 10%, 5%, 5%, and 10% duty factors for the hip, thigh, ankle and wheel actuators respectively, it is estimated that the eight batteries will be sufficient. Given that typical operations have yet to be determined, extra volume for two more batteries has been included in the battery housing. Each of the batteries provides 14.4 V, which is converted to 24 V, 12 V, 5 V and 3.3 V busses. Each of the mobility system actuators run off the 24 V bus, while the majority of the sensors and control electronics run off the 12 V, 5 V and 3.3 V busses.

The control of the rover is handled by four on-board processors. A 1 GHz Linux computer acts as an embedded controller, which handles all lower level mobility control, telemetry processing and sensor processing. An 8-bit microcontroller is used as the secondary embedded controller. Its responsibility is to control the movement of each of the linear actuators, which do not have built in speed or position controllers. One 2.7 GHz and another 1.6 GHz computer are used for all high level guidance, navigation and control processing. All communications with ground control stations will take place over Wi-Fi and ZigBee wireless interfaces.

Rover monitoring and environment monitoring are performed by an array of sensors all over the rover. Each actuator joint houses either an encoder or potentiometer for monitoring angular or linear position. Force sensors are present at the end of each linear actuator, reporting the loading at each leg. Load measurements will allow the rover to know whether a leg is making contact with the surface or not and also provide data for linear actuator velocity and position control. Voltage, current and thermal sensors are included in each of the rotary actuators, while voltage and current readings are also available from the linear actuators. An
Fig. 3: Architectural diagram of the MAMMOTH rover’s power, mobility, control, communications and sensor systems.

The MAMMOTH inertial measurement unit (IMU) is located inside the rover chassis, and provides orientation data. Data from a camera on the rover enclosure lid is fused with IMU data to form an accurate estimate of the rover position and orientation within the Mars Yard. The camera data is processed to identify accurately mapped distinct fiducial markers on the ceiling of the Mars Yard. Based on the markers that the rover identifies and the orientation data from the IMU, a centimetre accurate position solution can be triangulated. Additional sensors will be placed in the head of a mast, 0.5 m above the rover torso. These sensors will include laser range finders and a stereo camera pair. This sensor suite will provide valuable data for classifying the surrounding environment.

Mobility Sub-System

The MAMMOTH rover mobility system is composed of four legs, each with a wheel attached at its end. A single leg has four actuated degrees of freedom resulting in 16 degrees of freedom for the whole mobility system. A leg is capable of being moved at the hip joint, which is located between the rover torso and the top of the leg. The middle of the leg, or the thigh, is made up of a parallel structure that has a linear actuator on its diagonal. The leg is raised and lowered by changing the length of the linear actuator. Given the thigh’s parallel structure, the hip joint and wheel always remain parallel to one another. At the base of the leg is an ankle joint that steers the wheel. Connecting the ankle joint to the wheel is a C-bracket that allows the steering axis to align with the centre of the wheel. This arrangement allows for the control of the steering motion to be simplified given that there is no lever arm between the ankle steering axis and the wheel’s vertical axis. The last leg joint is located along the driving axis of the wheel. A labelled view of the torso and leg is shown in Figure 4.

Each of the four legs is attached to the rover torso at the hip joints. The hip joints are located at the four corners of the 600 mm by 600 mm torso. The torso is the main structural element of the rover as well as the payload housing. The structure is a rectangular box with a flange around its perimeter. The interior of the box is used to house the power, control and telemetry electronics. The flange is used as an attachment point for payload items such as the rover mast and sensor suites. The saddle bags on the sides of the rover can be used to house temporary experiment payloads that may be designed by students. Each saddle bag
has mechanical attachment points along with data and power interfaces. The enclosure lid is removed to access the rover electronics. Given that there are data and power interfaces to the enclosure lid, additional experiment payloads may be mounted on the top of the lid.

A critical part of the mechanical design was the selection of appropriate actuators used to drive the rover’s joints. The actuators have been selected based on loading, volume, power, mechanical simplicity, control simplicity and cost requirements. The maximum loading case for the wheel actuator is 20 Nm, assuming an 80 kg rover driving up a 20° incline. Determination of maximum loading experienced by the wheel steering actuator at the ankle joint is challenging given the varied types of soil that the rover will operate in. Experiments in the Mars Yard with a four-wheeled 35 kg rover show that in soft soil on a 20° incline the steering actuators begin to stall at approximately 8 Nm. It is estimated that an 80 kg four wheeled rover would require actuators capable of 20 Nm to steer in similar conditions. A maximum loading on the linear thigh joints would occur when one wheel is lifted off the ground and the three other legs are taking the full load of the rover. Each of the load bearing thigh joints may experience a maximum load of 800 N in this case. The maximum loading on the hip joint may be significant, approximately 50 Nm, when the rover is climbing 20° inclines and a maximum lever arm is created by the hip’s angular position. These high torque situations can be avoided by limiting the lever arm length during high incline operations.

A commercial off the shelf (COTS) rotary servo-unit has been selected that not only meets the majority of the rotational load cases, but also meets the strict volume (≤ 10 cm³), mass (≤ 1 kg), and power (≤ 150 W continuous operation) requirements. The selected solution also met strict budgetary requirements. The selected rotary actuator is used at the each of the rotary joints and houses its motor, cycloid harmonic gearbox and control electronics within a 54 × 54 × 108 mm volume with a 732 g mass. The maximum continuous torque of each unit is 21.1 Nm, while the maximum peak torque is 36 Nm. This actuator selection meets all requirements except for the most extreme hip joint loading cases. This will limit the operations of the rover so that the legs cannot be placed in high torque situations where the required hip actuator torque would be above 36 Nm. For the thigh linear actuator, a COTS linear actuator that matches the dimensions of the leg’s parallel structure that is capable of lifting 1500 N
at a maximum speed of 11 mm/sec has been selected.

The angular limits for each of the rotary actuators have been chosen based on the geometric constraints of the rover. The wheel actuator can rotate continuously to drive the wheel. The ankle actuator is also able to rotate continuously given that a slip ring is used at the ankle joint to provide electrical connections to the drive actuator. The hip actuator is limited to a 270° movement, allowing the legs to be packed under the rover to form a compact configuration, as shown in Figure 5a. The linear actuators have a stroke length of 110 mm. This allows for a maximum leg angle between the thigh and a level ground of 70° and a minimum angle of -20°. Figures 5b and 5c show the rover in configurations with a maximum leg angle and minimum leg angle respectively.

(a) Compact configuration. (b) Tallest configuration. (c) Shortest configuration. (d) Kineo-static walking.

![Various operational configurations of the MAMMOTH rover.](image)

**Conceptual Operations**

Given the many degrees of freedom available to the MAMMOTH rover, it is able to move around its environment in many different ways. These movements can be characterised by a movement hierarchy, with increasing levels on the hierarchy representing increasingly complex movements. The movements presented form a basis for the control of the rover in its different locomotion modes. Any movement, except for the most primitive, is composed of movements belonging to lower levels in the hierarchy. The hierarchy is composed of the following:

1) **Actuator movement**: driving of a single rotational joint at the hip, ankle or wheel drive joint, or driving a linear thigh joint.

2) **Leg movement**: movement of multiple actuators in a single leg. These include raising and lowering a leg while the wheel is in contact with the surface and swinging the hip while the wheel is in contact with the surface.

3) **Primitive full rover movement**: the basic set of motions that rely on the simultaneous movement of joints in all four legs. Examples of these are rover steering by arranging all of the wheels so that the rover can turn about a specific point, arranging the legs to meet a specified yaw, pitch or roll angle of the body and driving all wheels at coordinated angular rates.

4) **Full rover movement**: sequences of movements to create full rover rotations and translations. Examples are driving while keeping the rover body in a stable orientation, compacting the rover by folding each leg underneath the body and lifting a single leg while re-positioning the other three legs so that the rover remains stable.
These motion primitives allow the MAMMOTH rover to take advantage of multiple locomotion modes. A nominal driving mode is shown in Figures 5b and 5c. This configuration allows the legs to raise and lower when rough terrain is encountered while keeping a stable torso orientation. The range of leg motion to accommodate for variable terrain is highlighted in Figures 5b and 5c, which show the maximum and minimum angular positions of the legs respectively. The rover has independently steered wheels, hence the steering angles are constrained by an instantaneous centre of rotation (ICR). The ICR forms the centre of a circle that intersects with the curve that the rover moves along. Steering angles are selected so that each wheel is perpendicular to the ICR. If the rover were to drive in a straight direction, the ICR would be located at infinity in a perpendicular direction to the rover’s movement direction. If the rover were to turn on the spot, the ICR would be located directly below the centre of the rover. A discussion of ICR steering and constraints imposed on the placement of the ICR given a specific rover configuration is provided in [16]. When the rover needs to be stored in compact spaces, such as when it is brought back to a ground station for charging, the rover may fold its legs in towards the chassis and adopt a short, low footprint area configuration as shown in Figure 5a.

When driving operations are not sufficient for traversing rough terrain, the rover may engage in kineo-static walking or clambering as shown in Figure 5d. The rover can lift one leg over obstacles, while the other three legs remain in contact with the surface to retain static stability. These three contact legs must be positioned so that the projection of the rover’s centre of mass onto the surface is bounded by the three leg contact points. This procedure may be repeated to form a walking or clambering gait.

Conclusions and Future Work

A design and operational analysis of a highly mobile rover that is capable of exploring terrain that is inaccessible to conventional planetary rovers has been performed. The work presented summarises the selection of the mobility system design for the MAMMOTH rover, comparing the merits of alternative concept designs against criteria that the rover must fulfill. It also outlines the design of the MAMMOTH wheel-on-leg rover. Lastly, the motion hierarchy of the rover and various locomotion modes are discussed. Compared to existing wheel-on-leg systems, the MAMMOTH rover has a reduced number of degrees of freedom in an effort to reduce platform complexity, while still maintaining the wheel-on-leg platform’s high mobility and relative energy efficiency. Additionally, the MAMMOTH wheel-on-leg platform is capable of stable body orientation while traveling over rough terrain. Future work includes development of guidance, navigation and control schemes that take full advantage of the high mobility of the platform.
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Summary: Accurate localisation is a valuable tool for the validation of many autonomous and teleoperated vehicles in both indoor and outdoor environments. For planetary robotic research platforms such as the Experimental Mars Rover (EMR) in the Powerhouse Museum in Sydney, gathering consistent and accurate pose information is essential for validation of experiments in control, planning and teleoperation. This paper describes the development of a vision based, low cost, real-time localisation system, suitable for indoor robotics applications. The system utilises the existing constellation of fiducial markers in the Mars Yard and it is robust to adverse lighting conditions. Pose estimation is obtained by fusing vision data from a single camera and the inertial data from an Inertial Measurement Unit (IMU). The system is successfully integrated with the EMR platform and used for a number of autonomous and teleoperation missions in the Mars Yard.
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Introduction

Simulated environments of Martian and Lunar surfaces provide valuable foundations for research and educational activities. Increasing relevance to both on and off-Earth exploration allows the use of such environments to be exploited without having to directly interact with a foreign location which may be difficult to reach both in terms of cost and time. The Powerhouse Museum’s Mars Yard is one such analog environment simulating a Martian terrain and provides both students and researchers alike to perform simulated missions and research with the Experimental Mars Rover (EMR) platform.

Knowledge of a vehicles global position and orientation is essential for many robotics projects operating in simulated environments. Although the EMR has an existing commercial localisation system (CLS), it is often unable to operate in multiple areas of the Mars Yard where adverse lighting is caused by exhibit constraints. Furthermore the system is proprietary and operating system limited, relatively costly to replicate, and therefore difficult to use on additional robotics platforms that may be operated within the Mars Yard. There is thus significant motivation to develop an integrated localisation system using low cost commercial off-the-shelf (COTS) components capable of operating successfully within the environmental constraints of the Mars Yard.

This paper explores the development and evaluation of the resulting system. The following section compares existing vision and inertial sensor based pose estimation techniques. It is followed by a section outlining the experimental components. The steps taken to obtain the
visual pose are then presented. After that, methods used to fuse the vision and IMU data are explained. Finally an evaluation of the system validity and performance are presented. The presented system will be referred to as the Low Cost Localisation System (LCLS)

**Related Work**

Using artificial visual markers, also known as fiducials, is a common practice for determining pose for use in various areas such as virtual reality, robotics and human-computer interfaces [3] [10]. A primary limitation of vision only systems is inability dealing with abrupt changes in motion. Similarly, vision only systems are limited by their vision sensor’s field of view (FOV) and are often hampered by occlusions as well as the vision sensor low-light performance. In order to overcome these limitations, an IMU is integrated to provide high update rates for translational accelerations and angular velocities [6]. In [9] the authors define the methods used for real time tracking and registration of the fiducials in low light. However, they do not show differing lighting conditions which produce system failure. The paper identifies a non-homomorphic image processing method consisting of a Sobel edge detector combined with an experimentally defined reflectance difference between black and white print. Although the system is fused via a statistical framework, other papers quantitatively define the advantage of fusing with IMU [6] [7] [8].

Various applications and methods have been developed in recent times that take advantage of the globally accurate but low rate of vision only systems, and the high sampling rate but long term inaccuracies of IMUs. Considering the vision and IMU fusion approach in detail, two primary methods of taking advantage of vision and inertial sensors have been defined in [1]. In the loosely coupled approach [4] [5], vision and inertial data occurs independently and their results are fused. The inertial system is thus used to speed up fiducial tracking by assisting in next-frame prediction. The tightly coupled sensor fusion method incorporates statistical filtering, such as the Extended Kalman Filter (EKF).

**Experimental Setup**

![Fig. 1: (a). The Mars Yard, (b). The circular matrix fiducial design used in the Mars Yard. a. Center, b. Start encode, c. End encode, d. Inner data bit ring, e. Outer data bit ring, (c) The Experimental Mars Rover.](image-url)
The Experimental Mars Rover: The EMR in Fig. 1 (c) is a rocker-bogie type robotics platform equipped with six independently-steered wheels and a mast containing a collection of various sensors. The camera and IMU are rigidly attached to the mast and the EMR body respectively.

Sensors: The navigation system consists of two sensors: A single monocular RGB camera ultra-wide 120° FOV webcam, and an IMU consisting of a 3-axis accelerometer and a 3-axis rate gyroscope. The camera is used to observe the constellation of markers on the ceiling, while the IMU provides high-frequency short-term accurate measurements for inertial navigation and attitude determination. The measurements from both devices are read on board the EMR to extract global pose information which is then sent via the WiFi network to a control station.

Fiducials: Fiducials are identifiers which allow the association of observed data with real world locations. The constellation of fiducials in Fig. 1 (a) on the ceiling are encoded markers which each have a unique 15 bit identifiable encoding. These fiducials enable the EMR to navigate through the Mars Yard as it decodes each fiducial and correlates a real world position registered to each identifier.

Coordinate Frames

The coordinates frames used by the LCLS are defined in Fig. 2 where the $R^3$ frames are shown with their relative orientations.

![Image of coordinate frames](image.png)

**Fig. 2: $R^3$ coordinate frames in the LCLS**

1) Ground Frame $G$: This coordinate is fixed to the Mars Yard floor and used as an absolute reference.
2) Body Frame $B$: The $R^3$ coordinate system attached to the body; this frame is collocated the IMU sensor frame.
3) Camera Frame $C$: The $R^3$ coordinate system of the camera is defined with its position at the optical center of the camera and its orientation such that the z-axis is aligned with the optical axis.
4) **Image Plane I**: The $\mathbb{R}^2$ plane on which the camera projects the $\mathbb{R}^3$ scene, which is perpendicular to the optical axis of the camera and is offset along the optical axis from the optical center by the focal length.

**Image Processing**

![Image processing algorithm overview](image)

**Pre-Processing**

*Distortion Removal*: A raw colour image frame is captured from the camera and converted to grayscale. The grayscale image is undistorted using the camera intrinsic parameters found by calibration to remove the barrel distortion created by the ultra-wide angle lens. This removes any adverse effects of distortion in the proceeding tracking and decoding processes and is shown in Fig. 3(b).

*Scaling*: The image is resized by a scale factor $s_f$ to create the primary search image. The resolution of the input image is $1280 \times 720\, \text{px}$. Scaling the original image reduces the computation for the next stages in the process.

*Noise Removal*: In low light conditions the camera is prone to high-frequency noise. As this noise affects the detection rate, a Gaussian blur is applied globally to the image to remove any high-frequency noise. A median blur is applied to the raw image with a convolution window of $3 \times 3\, \text{px}$ to achieve a similar effect of noise mitigation. Median blurring is used in this instance to retain overall feature detail while filtering high-frequency noise. The result can be seen in Fig. 3(c).
Fiducial Candidate Selection and Tracking

**Edge Detection:** A local neighbourhood pixel-based adaptive threshold process is applied to the image. This returns a binary image exaggerating the shapes of the fiducial contours.

**Spatial Operations:** A further median blur of window $5 \times 5\, \text{px}$ is performed followed by a morphological erosion of kernel size $3 \times 3\, \text{px}$. This process removes a large portion of the outliers in the edge detection stage, reduces the candidate set size and speeds up image processing. The result can be seen in Fig. 3(d).

**Contour validation:** A border following contour [12] is applied to the result of the morphological processes. After contours have been extracted, the image is evaluated against various metrics to further classify contours as fiducials:

- **Contour area:** Knowledge of the camera distance from the fiducials causes all observed fiducials to fall within an experimentally defined pixel size $[60,400]\, \text{px}^2$.
- **Area ratio:** A least-squares fitting ellipse obtained on the edge image pixels in a local window around the candidate fiducial. This ellipse is characterised by its major and minor axes lengths which are denoted $e_M$, and $e_m$. The equation

  \[ M_e(a_f, e_M, e_m) = \left| \frac{a_f}{\frac{e_M}{2}l_1l_2} - 1.00 \right| \leq \varepsilon \quad (1) \]

  is a condition [9] indicating whether or not a candidate fiducial has an area representative of an ellipse with equal area, where $\varepsilon = 0.30$ corresponding to a 30% threshold.
- **Roundness:** The function

  \[ M_r = \frac{4\pi a_f}{p_f^2} \quad (2) \]

  is a metric for the roundness of a contour given the fiducial pixel area and fiducial contour perimeter $p_f$ and aids in rejecting false positives given by the previous step. A result of $M_r = 1.00$ corresponds to a perfect ellipse while $M_r = 0.70$ corresponds to a relatively smooth ellipse and $M_r < 0.5$ corresponds to an extremely rough ellipse.

**High resolution ROI extraction:** Given the previously found least-fit ellipse the Region of Interest (ROI) is found for each candidate fiducial. The low resolution ROI is padded with a constant ratio of pixels and scaled back to the original size to obtain the high resolution ROI. The result of this operation is observed in Fig. 3(e)

**Fiducial normalisation:** After the high resolution ROI is acquired, this ROI has another contour search performed for the fiducial as well as the start and stop bits. The start and stop bits are defined as the two smallest contours that are not at the centre. The fiducial outline is the largest contour within the ROI. The normalisation process is split into two parts:

1) **Skew normalisation:**
   - Obtain the least fit ellipse giving the major and minor axis
   - Find the ratio between the major and minor axis
   - Scale along the major axis by the ratio found in 2
2) **Rotation normalisation:**
   - Obtain the signed angle $\theta_{ss}$ between the two start or stop bit contours $(c_{1x}, c_{1y})$ and $(c_{2x}, c_{2y})$, and the ROI centre $(c_x, c_y)$. 
Select the start and stop bits as follows:

\[
(b_1, b_{15}) = \begin{cases} 
(c_{1x}, c_{1y}), (c_{2x}, c_{2y}) & \text{if } 0 < \theta_{ss} \leq 180 \\
(c_{2x}, c_{2y}), (c_{1x}, c_{1y}) & \text{if } -360 < \theta_{ss} < -180 
\end{cases}
\]

where \( b_1 \) is the 'start bit' and \( b_{15} \) is the 'stop bit'.

Once the start and stop bits have been determined the rotation is normalised such that the start bit is always at \( (b_{1x}, c_y) \), in line with the centre of the fiducial.

**Least fit ellipse**: The detected contours are significantly pixelated which results in noisy centroids which are not optimum for tracking the candidate fiducial. To combat the noisy contour, a least squares ellipse is fitted to the major contour. The centre of this ellipse is henceforth considered as the high resolution tracking centroid.

**Fiducial Decoding**

**Thresholding**: Once a candidate fiducial is normalized, it is ready to be processed for its unique value. One of the major considerations for the system robustness is the ability to deal with adverse lighting scenarios created by flaring light sources and lighting transitions. Otsu’s thresholding method [11] allows us to create an optimum automatic global threshold on a per-fiducial basis. This method is superior to whole-image global thresholding that cannot deal with changing lighting conditions.

**Decoding**: There are 15 standard locations. The first five bits are the inner ring each offset by 45°, and the remaining 10 bits are made up of the outer ring each offset by 22.5°. The radius of the bit information is calculated dynamically based on the ratio of the center of the encoded bits to the radius of the fitted ellipse centroid of the start bit. The binary identifier is extracted by iterating through each of the 15 possible positions and adding to a list the boolean value corresponding to the pixel color at each position; 0 if the pixel color is black or 1 if the pixel color is white. Once all the 15 possible positions have been sampled and the corresponding boolean bit added to the bit list it is treated as a binary number and then converted to a base-10 unsigned integer. Fig. 1(b) shows the standard positions of the bits on the fiducial.

**Fiducial Registration**: The 15 bit fiducials are identified and registered to 3D positions with respect to the ground frame. Fig. 3(g,h,i,j) show the result of the fiducial decoding operations.

**Perspective-n-Point Localisation** The solution of the Perspective-n-Point (PnP) problem [13] yields the ground frame position and orientation with respect to the camera. A set of at least four 3D-to-2D correspondences between known features in the reference frame and pixel positions occupy the 2D projection of the features on to the image frame. To solve the algorithm requires \( n \) 3D feature positions \( g F_j \) in the ground frame. \( j = 1 \ldots n \), \( n \) represents the number of fiducials in frame, and \( f_j \) represents the associated 2D pixel positions of the features. It is then possible to localise the ground frame with respect to the camera frame and obtain position \( c p_g \) and orientation \( C R \) with respect to the ground frame.

One solution to the PnP problem is the ePnP (Efficient Perspective-n-Point) algorithm; in this project the OpenCV implementation of the ePnP algorithm is used. Finally a Median Absolute Deviation (MAD) filter [14] is applied to the PnP output to remove outliers.
The $\alpha\beta$F [2] is a filter that can estimate two states where one state is the integral of the other. In this case two filters are used; one to estimate the translation state and one to estimate the rotational state. The respective translational and rotational state vectors are

$$x_T = [p^T v^T]^T \quad (3)$$
$$x_R = [\theta^T \omega^T]^T \quad (4)$$

where $p$, $v$, $\theta$ and $\omega$ are the position, velocity, orientation Euler-angles and angular velocity respectively. In a traditional $\alpha\beta F$ observer for a position-velocity state vector the infrequent position measurements correct the position and velocity estimates, and the frequent prediction stage estimates the position while keeping the velocity estimate constant between measurement intervals. The prediction stage is modeled by equations (5) and (6), and the update stage involves first determining the residual in equation (7) then the state correction is modeled by the equations (8) and (9).

$$\hat{p}_k = \hat{p}_{k-1} + \hat{v}_{k-1} \ dt_P \quad (5)$$
$$\hat{v}_k = \hat{v}_{k-1} \quad (6)$$
$$\hat{r}_T = p - \hat{p} \quad (7)$$
$$\hat{p}_k = \hat{p}_{k-1} + \alpha_T \hat{r}_T \quad (8)$$
$$\hat{v}_k = \frac{\beta_T \hat{r}_T}{dt_U} \quad (9)$$

where $\alpha$ and $\beta$ are the filter correction gains, $\hat{\cdot}$ refers to the estimate, subscripts $k - 1$ and $k$ refer to the time before and after the prediction or update and $dt_P$ and $dt_U$ are the time between predictions and updates respectively, and $G_B R$ is the Direction Cosine Matrix (DCM) of orientation $\hat{\theta}_{k-1}$ that transforms the body coordinates into global coordinates. For the orientation estimation $\alpha\beta F$, a similar model is used where the prediction stage is modeled by:

$$\hat{\theta}_k = \hat{\theta} - 1 + \omega_{k-1} \ dt_P \quad (10)$$
$$\hat{\omega}_k = \omega_{k-1} \quad (11)$$

and the update stage involves first determining the residual in equation (12) then the state correction is modeled by the equations (13) and (14).

$$\hat{r}_R = \theta - \hat{\theta} \quad (12)$$
$$\hat{\theta}_k = \hat{\theta}_{k-1} + \alpha_R \hat{r}_R \quad (13)$$
$$\hat{\omega}_k = \omega_{k-1} + \beta_R \hat{r}_R \ dt_U \quad (14)$$

$$\hat{v}_k = G_B R a_m \ dt_U \quad (15)$$
$$\hat{\omega}_k = \omega_{k-1} + G_B R \omega_m dt_P \quad (16)$$

where $a_m$ is the measured acceleration in the body frame and $B\omega_m$ is the rate gyro measurement in the body frame. This model uses only the camera PnP pose estimate and does not take advantage of the IMU and its high-frequency updates. The model is subject to significant error during camera outages. A change is made to the prediction models to include the IMU accelerometer and rate gyroscope data to achieve smoother position and orientation estimates during camera outages: states $\hat{v}_k$ and $\hat{\omega}_k$ will be provided from the integral of the accelerometers over the last IMU update for each translational and rotational states. The velocity prediction then becomes equation (15) and the angular velocity is propagated by (16).
Results and Discussion

This section will both qualitatively and quantitatively show the results of experiments performed with the unfiltered PnP, outlier rejected PnP, and $\alpha/\beta$ filtered PnP. Unless specified otherwise, the following results were recorded on the EMR in the Mars Yard with simultaneous acquisition from both the CLS and the LCLS. Where relevant the X-Y plots of the position and orientation of the EMR have been plotted on a close-to-accurate map of the Mars Yard.

Adverse Lighting

(a) Fiducial ROIs with global threshold
(b) Fiducial ROIs with Otsu threshold

Fig. 4: Comparison between Otsu and global thresholding to identify fiducials

It was observed that in the docking area as well as besides some tall obstacles the CLS did not function. Low lighting conditions were not handled well by the CLS whereas the LCLS was more robust in all areas when dealing with adverse lighting conditions. When observing the CLS image feed, it is almost completely black, unlike the LCLS camera which achieves a noisy but visible image. To verify the validity of Otsu thresholding on fiducial region of interests, it was compared against a typical global threshold. Fig. 4 shows that Otsu is able to successfully threshold all cases across the image plane.

Unfiltered PnP Localisation

Table 1: Statistics for PnP-MAD position and orientation residuals

<table>
<thead>
<tr>
<th>PnP-MAD</th>
<th>$p_x$ (m)</th>
<th>$p_y$ (m)</th>
<th>$p_z$ (m)</th>
<th>Roll (°)</th>
<th>Pitch (°)</th>
<th>Yaw (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.03</td>
<td>-0.01</td>
<td>0.07</td>
<td>1.87</td>
<td>-4.14</td>
<td>4.26</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.22</td>
<td>0.20</td>
<td>0.07</td>
<td>9.78</td>
<td>8.52</td>
<td>1.08</td>
</tr>
</tbody>
</table>

(a) Statistics for PnP-MAD position error residual
(b) Statistics for PnP-MAD orientation error residual

Fig. 5: Statistics for PnP-MAD error residuals

The unfiltered PnP localisation method works well and PnP position generally follows the CLS position however it is subject to significant noise of often several metres. The following experiments are conducted with the same PnP localisation system, however outliers
are rejected using the MAD algorithm. By examining Fig. 6 (b) it is evident that the X and Y positions very closely match the CLS positions, however the Z position contains less magnitude in noise than the other components. Fig. 6 (c) shows the rotational components are offset by a constant angle in the roll and pitch angles, however the yaw angle seems to very closely match the CLS orientations. This constant offset in rotation may be attributed to the physical misalignment of the CLS and LCLS. Table 1 and 5 show the residual error between the CLS and the PnP-MAD path. The outliers are skewed differently in each component of position and rotation; this may be attributed to the geometry of the path and the heading of the EMR. The standard deviations reflect the accuracy of the PnP-MAD system compared with the CLS.

**PnP-αβ Filter**

![Graphs showing position and orientation propagation](image)

Fig. 6: (a) short and (b), (c) extended runs of position and orientation propagation with an αβ filter

<table>
<thead>
<tr>
<th>PnP-αβF</th>
<th>$p_x$ (m)</th>
<th>$p_y$ (m)</th>
<th>$p_z$ (m)</th>
<th>Roll (°)</th>
<th>Pitch (°)</th>
<th>Yaw (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.03</td>
<td>0.02</td>
<td>0.05</td>
<td>8.99</td>
<td>-6.25</td>
<td>-3.02</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.22</td>
<td>0.12</td>
<td>0.06</td>
<td>2.13</td>
<td>3.15</td>
<td>1.56</td>
</tr>
</tbody>
</table>

The results of a small-scale test are presented for proof-of-concept, then the results from the implementation of the filter on the EMR are evaluated. Fig. 6 (a) shows the result of a small scale test done with the same IMU and camera as used for the rest of these experiments. The figure shows the αβ filtered position is noticeably smoother than the PnP equivalent which contains four large spikes that the αβ filter is unaffected by. At about $t = 8s$ the αβF position follows the PnP and ‘jumps’ from one position to another. The spikes that occur at $t = 2, 10$ seconds do not influence the αβ filter at all; the state continues to be propagated by the accelerometer and then the next available vision update that is not rejected is applied and any error accumulated from the accelerometer drift is corrected.

Comparing the results of the the PnP-MAD system in Fig. 5 and Table 1, with the the PnP-αβF system in Fig. 7 and Table 2 it is evident from the standard deviation that the PnP-αβF system more closely matches the CLS. One very important consideration is the discontinuous
representation of the orientation as Euler angles; this becomes evident in the standard deviation and mean of the yaw component where the data is orders larger than the other orientation components due to the two angle being on either side of the domain \([-180,180]^\circ\). Also important is to notice the mean value; this includes in it the offset of the cameras between the LCLS and the CLS, however it is not a good estimate of the offset because of the constant EMR heading rotation during the path following. Evaluating the standard deviation results of the PnP-MAD against the PnP-αβF system we deduce the following: in 1 and 2 there is a 0%, 40%, 14% improvement in the respective x, y, z translations and a 78%, 63%, -44% improvement in the respective roll, pitch, yaw orientations. The reason there is a degradation in the yaw is due to the absence of accounting for angle wrap when calculating the standard deviation. This would be a consideration for future testing. Similarly there was the expectation of an improvement in all translations, however there was none in the x. This may be attributed to the above comparison being only a single run. In future work it would be valuable to include extended comparisons across multiple runs to more confidently confirm performance. Furthermore, the disparity in the results may be attributed to different magnitude biases between the accelerometers and the rate gyroscopes. In general the magnitude of bias in an accelerometer will be orders higher than a rate gyroscope, and as such the position is affected by bias drift much more than the rate gyroscopes due to the double integration of the accelerometer outputs to achieve position.

αβF Vision-Denied Results

Experiments were done to see the effect of vision loss on the αβF; this involved covering the lens of the camera of the LCLS for a short period. During this time the position is being propagated only by the accelerometer dead-reckoning.

Fig. 8 and Table 3 show the result of vision denials on position for various short periods of time; for each path the LCLS deviation from the CLS path is measured. In Fig. 8 there are two vision denials to the LCLS (circled in magenta); note that the CLS also deviates when denied vision and similarly requires its IMU to propagate the position. The results in Table 3 were achieved by comparing the uncovered CLS with the covered LCLS.

Experiments of increasingly longer vision denials were run within 2 minutes of each other. The time between experiments is important as larger differences would cause changes in
Table 3: Table of vision denial results

<table>
<thead>
<tr>
<th>Denial Time (s)</th>
<th>Maximum Deviation (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10.24</td>
</tr>
<tr>
<td>3</td>
<td>21.64</td>
</tr>
<tr>
<td>7</td>
<td>47.01</td>
</tr>
</tbody>
</table>

Fig. 8: $\alpha \beta F$ (red) with vision loss of 2 and 3 seconds

accelerometer and rate gyroscope bias. Finally, the linear relationship between denial time and maximum deviation is both intuitive and expected as it is driven primarily by the last known velocity plus the result of the slow random walk process inherent in the accelerometer bias.

**Conclusion and Future Work**

Considering the experimental results of the LCLS, it can be seen that the use of a vision and IMU based provides a valid method for pose determination within the constrained environment of the Powerhouse Museum Mars Yard. The presented system successfully fuses the globally accurate visual pose with the short-term accurate IMU information. It has been shown that the visual pose method allows for superior detection to the CLS in the same lighting conditions allowing the LCLS to operate in more lighting adverse areas of the Mars Yard.

Although ultimately successful, there exist various shortcomings of the navigation system. The primary shortcoming is the systems relative residual error to the assumed ground truth which causes positional errors occasionally in excess of 0.4m. Although these offshoots are intermittent, an improved statistical filtering framework based on the Extended Kalman Filter as opposed to $\alpha \beta F$ would provide superior results. Therefore an improved filtering system would be a priority as an extension of the existing system.
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Summary: The Experimental Mars Rover (EMR) at the Mars Yard in the Powerhouse Museum, Sydney, is a battery powered platform being used extensively by experienced engineers and researchers from universities as well as teleoperated by high school students from different states of Australia. In order to maximise the EMRs operational time, occasionally, its batteries need to be recharged. Connecting the EMR to the charging station requires a set of delicate manoeuvres which are difficult to perform for inexperienced users. In this paper we present a vision-based, autonomous docking system for the EMR for use in the Mars Yard. The system is closely integrated with the EMR and its teleoperation system. The autonomous charging process can be initiated by either the EMR when its battery charge is below a predetermined level or by a human operator via the teleoperation system. Once the process is activated, the system calculates an obstacle free, feasible route from the rovers current position and orientation to the charging station. The control laws for the docking manoeuvres utilise the highly flexible mobility subsystem and brings the rover to the docking bay in a particular heading suitable for charging. This paper also shows the results of docking experiments successfully performed at the Mars Yard.
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Introduction

This paper develops the guidance and control system of the Experimental Mars Rover (EMR) to plan an obstacle free, feasible path in a controlled research environment from the rovers current position and orientation to its docking bay and track the planned trajectory. In order to maximise the EMRs operational time occasionally its batteries need to be recharged. Returning the EMR to its docking bay in the correct position and heading requires a series of delicate manoeuvres which may be difficult for inexperienced users to perform. By implementing an autonomous docking system for the EMR the requirement of an experienced external operator to be present is removed. The value of the EMR is sustained by ensuring it is charged and returned to its docking station after each experiment, ready for the next researcher to use. Many planetary rover guidance systems have used elevation maps [1] and roughness maps [2] in order to characterise terrain as part of minimising risk to rover failure. Also common in planetary rover control systems is the implementation of Proportional-Integral (PI) controllers [3] to follow time invariant paths. The use of monocular cameras in vision-based docking has been researched in applications where the vision system tracks either a fiducial marker or a salient feature representing a docking station [4] [5]. More extensive literature develops the
docking control for mechanically and electrically connecting the charging mechanism [12]. This paper details the development of a system for use in the Mars Yard that can characterise the terrain from an *a priori* 3D model, calculate a reduced-risk path, generate and track the trajectory to the docking bay, and finally perform adjustments to achieve a suitable docking pose.

This article first introduces the EMR, the Mars Yard, the on-board navigation system and the docking procedure in *System Setup and Environment*. The terrain characterisation, path planning and trajectory generation processes is detailed in *Guidance System, Control System* introduces the mobility subsystem of the EMR and details the PI controllers for both the trajectory follower and the spot-turn manoeuvre. The guidance and control systems results are presented and discussed in *Results and Discussion*. In *Conclusion and Future Work* the paper is evaluated with respect to the aims of the research and future work is set forth.

**System Setup and Environment**

The Mars Yard is a simulated Martian environment in the Powerhouse Museum, Sydney and is a controlled research environment in which the EMR operates. It contains obstacles and hazards that would be found on the Martian surface such as traversable and untraversable rocks, a crater, hills and loose rocks, and in addition stromatolites and hematites for education and research purposes. In this environment the EMR is used by both high school students as an educational platform, and by researchers for experiments in Guidance, Navigation, Control (GNC), autonomy and developing sensing systems, amongst other research areas.

The EMR is a robotic platform equipped with six independently steered wheels on a rocker-bogie mechanism. It has a mast carrying a set of mission sensors, including an upwards-facing monocular camera used for navigation.

![EMR in the Mars Yard traversing a small rocky obstacle](image1.png)

*Fig. 1: The Mars Yard with fiducial constellation on the ceiling*

The rocker-bogie mechanism makes the EMR highly mobile and able to traverse small obstacles while keeping the roll and pitch angles of the body relatively low. In Figure 1(a)
the EMR is pictured traversing small rocky obstacles without significant roll or pitch. This is important for the navigation system camera as it is mounted rigidly to the mast of the EMR and must remain facing upright towards the fiducials on the ceiling.

Docking Procedure

Autonomously docking the EMR in order to have its charger connected involves three processes:

1) Calculating the path to the docking bay from the current EMR position
2) Generating and tracking the trajectory to an area in close proximity of the docking bay
3) Accurately controlling the EMR heading to a suitable heading for connecting the charger

Once the EMR has reached an acceptable position and heading in the docking bay it is ready to have its charger connected.

Vision-Based Navigation System

The navigation system of the EMR uses fiducial markers on the ceiling of the Mars Yard to localise the EMR with respect to a ground reference frame. It is aided by an Inertial Measurement Unit (IMU) to increase the frequency and robustness of the pose determination. While in motion, the navigation system is accurate to within \( \pm 10 \text{ cm} \) of the true position of the EMR. The navigation system provides the control system with updates at 50Hz of the EMR states: the EMR heading \( \psi_m \) and the EMR body position expressed in the ground frame, \( g_{p_b} \). In field applications where fiducials are not available, pose measurements may be acquired from a sun sensor [7], star trackers and fused with wheel odometry [8] and inertial measurements. Other methods include matching scans from a 3D laser range finder with a pre-existing Digital Surface Model (DSM) [9][10].

Guidance System

In order to autonomously move the EMR from its current position to the docking bay a safe, obstacle free path must be determined. The guidance system evaluates the heuristic and cost functions over the discretised terrain, produces a cost map and identifies the minimum-cost path. The cost function incorporates the risk of the EMR colliding with or becoming stuck on obstacles; the most common way this can occur is by having the wheel brackets become stuck while trying to traverse large obstacles. As the Mars Yard is indoors and limited in size there are no areas with slope that can pose any significant threat of tip-over.

Terrain Discretisation and Characterisation

The Mars Yard terrain is given \textit{a priori} as a high-polygon 3D model. The 3D vertices are extracted and used as a point cloud \( T \) which is pictured in Fig. 2(a). In field applications
such a point cloud could be assembled using an on-board 3D ranging laser scanner, a stereo vision camera pair [11] or at a larger scale using DSM extraction from multi-modal satellite imagery [6]. The terrain is discretised into a grid $G$ with node sizes equal to the smallest expected obstacle; in this case a node size of $75 \times 75\text{mm}$ is used. Fig. 2 shows the point cloud and resultant grid.

Fig. 2: Transformation of terrain from a point cloud to a grid based representation. Hotter colours represent high terrain height and cool colours represent lower terrain height

The 3D point cloud $T$ is evaluated over the grid $G$ and each grid node $G_{i,j}$ is assigned a cost vector $c(i,j)$, where each element in the vector represents a different normalised terrain characteristic. The subset of points in $T$ that lie in grid node $G_{i,j}$ is denoted $P_{i,j}$.

A number of the terrain characteristics can be found by fitting a plane to the local set of points $P_{i,j}$. This can be accomplished using orthogonal residual regression, in which the set of points $P_{i,j}$ are fit by least squares minimisation [13] to a plane $S_{i,j}$ represented by the equation (1) where $n_{i,j}$ is the normal vector of the plane fit to $P_{i,j}$ and $r_{i,j}$ is the geometric centroid of $P_{i,j}$.

$$ (P_{i,j} - r_{i,j}) \cdot n_{i,j} = 0 $$

The mean of the individual position components of the points in $P_{i,j}$ is the geometric centroid $r_{i,j}$. The height characteristic of the grid node at index $(i,j)$ is given by the $Z$ component of $r_{i,j}$. The residuals $\hat{p}_{i,j}$ are given by equation (2) and then forms the vector equation (3) which represents a plane formed by the residuals.

$$ \hat{p}_{i,j} = P_{i,j} - r_{i,j} $$

$$ \hat{p}_{i,j} \cdot n_{i,j} = 0 $$

The sum of squares of the residuals is given by the equation (4) which holds true if and only if the $R^3$ set of points $(\hat{p}_{i,j}^\top \hat{p}_{i,j})$ are rank deficient; in which case the set $\hat{p}_{i,j}$ must be coplanar, assuming that the set is not strictly collinear or a single unique point.

$$ (\hat{p}_{i,j}^\top \hat{p}_{i,j}) \cdot n_{i,j} = 0 $$

By solving equation (4) the normal $n_{i,j}$ to the least-squares best-fit plane $S_{i,j}$ is found. In practice equation (4) is commonly solved by singular value decomposition [14] to find $n_{i,j}$ computationally, where $n_{i,j}$ is the smallest singular value of the eigenvector equation (5).
first and second components of the plane normal \( n_{i,j} \) are the slope of the plane at grid node \((i,j)\) in the \(x\) and \(y\) directions, \( S_X(i,j) \) and \( S_Y(i,j) \) respectively. The slopes \( S_X \) and \( S_Y \) are evaluated at every node in \( G \) and are used to form the directional slope maps \( C_{SX}(i,j) \) and \( C_{SY}(i,j) \). A linear combination of \( C_{SX}(i,j) \) and \( C_{SY}(i,j) \) is used depending on the proposed direction of travel during the path cost determination. The height map \( C_H(i,j) \) indicates the normalised vertical displacement of the terrain. The surface roughness \( C_R(i,j) \) quantifies how rough the terrain is at each node. The residuals given by equation (6) are computed and projected on to the vector normal of the plane \( S_{i,j} \) given by equation (7). The value of the surface roughness at \((i,j)\) is then given by equation (8) [13].

\[
\hat{q}_{i,j} = P_{i,j} - r_{i,j} \quad (6) \\
\hat{n}_{i,j} = \frac{n_{i,j}}{|n_{i,j}|} \quad (7) \\
C_R(i,j) = \text{std}(\hat{n}_{i,j} \cdot \hat{q}_{i,j}) \quad (8)
\]

The remaining characteristic map \( C_B(i,j) \) is read from an \textit{a priori} image where the binary pixel intensity \( C_B(i,j) \) corresponds to the grid node \( G_{i,j} \). This map provides input to the guidance system which enforces a policy that forbids the system from planning a path through the high-intensity areas. The cost map \( C_B(i,j) \) is a convenient way to change the behaviour of the path planning algorithm and is much less costly than to reconstruct the \textit{a priori} 3D model in the case of significant changes to the terrain. The characteristic maps are shown in Fig. 3 for reference.

![Fig. 3: The evaluated cost maps of the Mars Yard](image)

**Heuristics, Costs Functions and Path Planning**

Using the cost maps \( C_H(i,j), C_R(i,j), C_{SX}(i,j) \) and \( C_{SY}(i,j) \) the A* algorithm is used to calculate a path from the current position of the EMR to the docking bay. The path planning algorithm evaluates the terrain grid using cost function \( g(x_1, x_2) \), and a heuristic function \( h(x_1, x_g) \) to find a reduced-risk path based on the terrain characterisation information. The heuristic function is used to guide the A* algorithm towards the docking bay and specify a general shape for the path in order to reduce computation. The heuristics evaluated in this instance are the Euclidean, Manhattan [15] and Chebyshev [16] distances from a node \( x_1 \) to the docking bay \( x_g \) where \( p_1 \) and \( p_g \) are the positions of nodes \( x_1 \) and \( x_g \) in the grid.

The cost function defines the cost associated with moving from a node \( x_1 \) to an adjacent node \( x_2 \) and uses the values of the cost maps at both nodes in order to determine the total cost of the movement. It is important that the cost function appropriately weights the values of each map in order to achieve the desired path in terms of risk to the EMR. The cost function used is given by equation (9) where \( W \) is given by equation (10), \( u \) is the vector of travel from
the position of $x_1$ to $x_2$ given by equation (12) and $c(x) = [C_H(x), C_{SX}(x), C_{SY}(x), C_R(x)]$ is the terrain characterisation vector of node $x$.

$$g(x_1, x_2) = |u| W \cdot (c(x_2) - c(x_1))$$

$$W = [w_H, w_{SX}, w_{SY}, w_R]$$

(9) (10)

$w_H$, $w_R$, $w_{SX}$, $w_{SY}$ are the weights on height, roughness and slopes respectively and are bound by the condition given by equation (11) which forces normalisation.

$$w_H + w_R + \frac{w_{SX} + w_{SY}}{2} = 1$$

The boundary map $C_B(i, j)$ is not used in the cost function but rather is used by the A* solver to determine whether or not to consider a given node. The vector $u$ is important in determining the cost contributed by each slope map, also in correctly scaling the cost for diagonal movements, and is given by equation (12), where $p_{x_2}$ and $p_{x_1}$ are the positions of the node in consideration and the current node respectively.

$$u = p_{x_1} - p_{x_2}$$

(12)

The heuristic chosen was the Manhattan distance heuristic because the paths generated using the heuristic were favourable to the geometry of the Mars Yard for the purpose of docking. Figure 4 shows various paths generated with the Manhattan distance heuristic. Assuming that a linear combination of the three weights will yield somewhat of a linear combination of the three full-weighted paths; the cost function was chosen to have a weighting of $W = [w_H, w_{SX}, w_{SY}, w_R] = [0.1, 0.4, 0.4, 0.5]$.

![Fig. 4: Paths calculated using the Manhattan distance heuristic from various starting positions. The paths tend to consist of straight segments rather than curved segments](image)

**Trajectory Follower**

The trajectory is generated using a constant nominal speed by linearly interpolating over the path calculated by the guidance system. A nominal speed $s_n$ of 0.10 m/s is used, which is double the nominal speed of the NASA Mars Exploration Rovers [17].

The time taken to traverse a path segment between adjacent nodes $x_i$ and $x_{i+1}$ at the nominal speed is given by equation (13). This is extended to a path between any two indirectly connected nodes $k$ and $K$; time taken is then given by equation (14). In practice this is achieved via iterative Newton integration by summation of smaller time-steps.

$$T(i, i + 1) = \frac{(p_{i+1} - p_i) \cdot (p_{i+1} - p_i)}{s_n}$$

$$T_d(k, K) = \sum_{i=k}^{K} T(i, i + 1)$$

(13) (14)

The trajectory $p(t)$ is generated by linearly interpolating between the points in sequence:

$$p(t) = (t_{k+1} - t)(p_{k+1} - p_k)$$

(15)
where \( k \) is the current path node number, \( p_k \) and \( p_{k+1} \) are the positions of the current path node and next path node, respectively. The time that the controller should arrive at path node \( k \) is denoted \( t_k \) and can be found by using equation (14) evaluated between limits \( i = 0 \ldots k \).

### Control System

The control system consists of three major components: the trajectory follower that propagates the desired position with respect to time using a constant speed, the PI controller that tracks the trajectory and computes the control input to the actuators, and the PI controller that adjusts the heading of the EMR during a spot turn.

### Mobility Control

The mobility subsystem of the EMR is actuated by 12 digital servo motors; 6 of which control the steering angle of each wheel and 6 of which control the throttle to each wheel. Figure 5(a) identifies the IDs of the actuators of the EMR mobility subsystem. The steering servo motors are set to joint mode and can have a commanded angle set in the range of \(-150^\circ\) to \(150^\circ\) at a commanded angular speed. The driving motors can have a commanded percentage throttle set at a desired angular speed in the range of \(0 \, ^\circ/s\) to \(78 \, ^\circ/s\) which the internal controller tries to seek. The actuator shaft is not guaranteed to rotate that angular speed; throttle roughly refers to maximum torque to be used in achieving the desired angular speed.

The steering angle of each wheel \( \eta \) is constrained to the range \(-90^\circ\) to \(90^\circ\) due to the mechanical design of the EMR rocker-bogie connections. This however does not restrict the motion of the EMR; any steering angle outside the valid range can be achieved by negating the throttle and using the supplementary steering angle given by equation. These conditional functions are given in equations (18) and (22). Using this control strategy the EMR can travel in all directions using crab motion as pictured in Figure 5(a). A disadvantage of this control strategy is that the kinematic model becomes discontinuous when \( \eta \) approaches \( \pm \pi \) rad and as such \( \eta \) should avoid being driven near that angle.

### Proportional-Integral Trajectory Follower

The PI controller determines the input \( u(x, x_0) \) to the actuators for the crab motion model to follow the trajectory \( p_t = p(t) \). Due to the slow speed of the EMR a derivative term is omitted from the controller.

\[
\begin{align*}
x &= \begin{bmatrix} g p_t^T, \psi, I \end{bmatrix}^T \quad (16) \\
\theta &= \text{atan2}(e_{py}, e_{px}) \quad (17) \\
\eta &= \begin{cases} 
\psi - \theta & \text{if } |\psi - \theta| \leq \frac{\pi}{2} \\
\psi - \theta - \pi & \text{if } |\psi - \theta| > \frac{\pi}{2} 
\end{cases} \quad (18) \\
I_t &= I_{t-1} + k_i e_v dt \quad (19)
\end{align*}
\]

\[
\begin{align*}
e_p &= p_t - g p_b \quad (20) \\
e_v &= \sqrt{e_p^T e_p} - d \quad (21) \\
v &= \begin{cases} 
k_p e_v + k_i I_{t-1} & \text{if } |\psi - \theta| \leq \frac{\pi}{2} \\
-(k_p e_v + k_i I_{t-1}) & \text{if } |\psi - \theta| > \frac{\pi}{2} 
\end{cases} \quad (22) \\
u &= [v, \eta]^T \quad (23)
\end{align*}
\]
The control law is given by equation (23). \( \mathbf{v_p}, \psi \) and \( I_t \) are the state vector components position, EMR heading and the driving throttle integral variable at time \( t \). \( dt \) is the time step between actuator inputs. \( k_p, k_i, k_h \) are the speed proportional and integral constants and the steering angle proportional constant. \( e_p \) and \( e_v \) are the errors in position and speed and \( d \) is the 'look-ahead' distance. \( d \) is used to let the heading control 'look ahead' of the trajectory which in effect makes the controller produce smoother paths, however introduces positional error.

**Proportional-Integral Spot-Turn Controller**

The spot-turn controller is a PI controller that can achieve accurate desired headings while remaining relatively stationary in position. The procedure involves three parts: positioning steering actuators in spot turn configuration; executing the spot-turn controller until the heading error residual of equation (24) is within the acceptable error bounds \( \epsilon_\psi \); and finally turning the steering actuators to the forward configuration. The spot turn steering actuator configuration is pictured in Figure 5(b). The spot-turn controller uses only heading measurement information \( \psi_m \) to control the driving speed \( \omega \) of the wheels using the control law in equation (25) and integral state update equation (26).

\[
\psi_e = \psi_d - \psi_m \quad \text{(24)}
\]
\[
\omega = k_p \psi_e + k_i I_\psi |_{t} \quad \text{(25)}
\]
\[
I_\psi |_{t+1} = I_\psi |_{t} + \psi_e dt \quad \text{(26)}
\]

where \( I_\psi |_{t} \) and \( I_\psi |_{t+1} \) are the integral heading state immediately before and after the measurement \( \psi_m \) is taken, and \( k_p \) and \( k_i \) are the proportional and integral error constants respectively.

**Results and Discussion**

Figure 6 shows a path calculated with the different heuristic functions using the same cost function. The images show a grayscale height map of the Mars Yard with a colour overlay on the nodes that were evaluated by the A* algorithm. The colours represent the normalised value of the heuristic where hotter colours correspond to further away from the docking bay.
The starting position is marked with a black square and the docking bay is marked with a black circle. The path taken is shown in white or magenta for reversed paths. The path calculated with the Euclidean distance heuristic follows a more direct path to the docking bay while the path calculated with the Manhattan distance heuristic first minimises the cost in one direction then the other, unless impeded by high costs.

Fig. 6: Path evaluated with various heuristics

In Figure 7 each path was generated using the Manhattan distance heuristic and the same initial and docking bay positions were specified. The result of full-weighting a single characteristic is shown in Figure 7(a), (b), (c). In Figure 7(a) using full weight on $C_H$ yields smooth paths and avoids the crater but subjects the rover to unnecessary risk by ignoring the small and medium sized rocks and slopes. Full weight on $C_S$ yields flat paths and avoids the crater and medium size rocks. Full weight on $C_R$ yields paths that minimise the terrain roughness of the path, which favours avoiding rocks of all size and favours paths without obstacles. The tuned cost function is not subject to the faults of the full-weighted cost functions and is a good balance between minimising traversal over rough terrain, obstacles and large changes in height.

In Figure 7(d) equal weights are used and in 7(e) a path is calculated with a experimentally tuned weights. Figure 7(e) shows a good compromise between minimising terrain roughness and slope. The weighting of terrain height did not have significant effect on the path.

Fig. 7: Example paths with variations in weightings of terrain costs

The control of the EMR in both the position and heading are measured using the onboard
localisation system and the measurements are used to compute the actuator inputs. The result of this is discussed against the nominal trajectory for the trajectory follower, and the desired heading for the spot-turn controller.

![X Position vs. Time](image1)

![Y Position vs. Time](image2)

(a) Trajectory follower position time series

(b) Trajectory follower residual statistics

Fig. 9: Position results of a trajectory tracking experiment

Figure 9 shows the position and position residual statistics of an experiment in which the EMR followed a predetermined path. The residual error statistics are summarised in Table 1 and shown in Figure 9. The mean errors correspond to the expected offset behind the trajectory tracking point and standard deviation loosely corresponds to the controller oscillation. The

<table>
<thead>
<tr>
<th>Mean X Position</th>
<th>Mean Y Position</th>
<th>Std. X Position</th>
<th>Std. Y Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>-38 cm</td>
<td>-9 cm</td>
<td>27 cm</td>
<td>22 cm</td>
</tr>
</tbody>
</table>

Table 1: Summary of statistics for trajectory follower residuals

![Angular Velocity vs. Time](image3)

![Steering Angle vs. Time](image4)

(a)

![Wheel Angular Velocity vs. Time](image5)

![EMR Heading vs. Time](image6)

(b)

Fig. 10: (a) Control input time series during trajectory tracking; (b) Spot turn time series

trajectory follower control inputs are shown in Fig. 10(a), where the effects of the discontinuity of the steering actuators is clearly visible on the red and blue lines, and corresponds with oscillations in 9(a). Figure 10(b) shows a spot turn from $10^\circ$ to $-180^\circ$ performed over 10 seconds. The proportional action of the controller is most evident between 0 and 6 seconds,
after which the integral action begins to dominate the controller and the curve becomes non-
linear. This enables the controller to achieve accurate desired headings less than 2°.

Conclusion and Future Work

This paper has described an autonomous docking utility system that has been successfully
tested at the Mars Yard and is capable of safely returning the EMR to its docking bay with
an acceptable position and heading error. The guidance system was successfully used to
produce valid, obstacle-free trajectories in the Mars Yard. The PI control systems performed
well without any knowledge of the EMR dynamics. This is an advantage in that the GNC
system may be used with other robots given that a crab movement actuation routines exist.
The final position error is attributed to both how well the controller tracks the trajectory and
to the accuracy of the localisation system. The final heading error of a spot turn manoeuvre
executed over 10 seconds was within an acceptable bounds of 2°. Standard deviation from
the trajectory was within 35cm of the nominal path.

Future work on the guidance and control systems include integrating the dynamic model
of the EMR into the path planning algorithm and PI controllers. This would allow the
implementation of LQR (Linear Quadratic Regulator) or MPC (Model Predictive Controller)
in the control system to more accurately follow the trajectory and reduce docking error in both
position and heading. Further development of the autonomous docking procedure involves the
design, development and integration of a docking station to automatically connect the charger
to the EMR.
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